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Abstract 

Background  Multiple choice questions are heavily used in medical education assessments, but rely on recogni-
tion instead of knowledge recall. However, grading open questions is a time-intensive task for teachers. Automatic 
short answer grading (ASAG) has tried to fill this gap, and with the recent advent of Large Language Models (LLM), 
this branch has seen a new momentum.

Methods  We graded 2288 student answers from 12 undergraduate medical education courses in 3 languages using 
GPT-4 and Gemini 1.0 Pro.

Results  GPT-4 proposed significantly lower grades than the human evaluator, but reached low rates of false positives. 
The grades of Gemini 1.0 Pro were not significantly different from the teachers’. Both LLMs reached a moderate agree-
ment with human grades, and a high precision for GPT-4 among answers considered fully correct. A consistent grad-
ing behavior could be determined for high-quality keys. A weak correlation was found wrt. the length or language 
of student answers. There is a risk of bias if the LLM knows the human grade a priori.

Conclusions  LLM-based ASAG applied to medical education still requires human oversight, but time can be spared 
on the edge cases, allowing teachers to focus on the middle ones. For Bachelor-level medical education questions, 
the training knowledge of LLMs seems to be sufficient, fine-tuning is thus not necessary.
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Background
Educational assessment is of utmost importance in teach-
ing and learning. Depending on the target competencies, 
different forms of assessment are leveraged. For the lower 
levels of Bloom’s taxonomy [3], multiple choice ques-
tions (MCQs) are a heavily used question type in exams, 
e.g., in medical education [26]. Nonetheless, MCQs rely 
on recognition of knowledge, and do not require recall 
or even creation as compared to natural language-based 
questions such as fill-in-the-gap (cloze) questions, short 

answer questions or longer essays [4]. However, the 
grading of such questions is time-intensive for teachers, 
which has a negative impact on scalability [8] and can 
push teachers toward avoiding them in favor of MCQs 
[7]. The time-intensive character of manual grading can 
lead to fatigue, so the order in which exam copies are 
graded can have an impact on the grade [4]. Graders can 
also be biased, even more in non-anonymous grading set-
tings. These factors lead to inconsistencies and hamper 
the reliability. In the case of multiple graders, inter-rater 
agreement needs to be reached, which, due to the subjec-
tive nature of grading [8], is not always possible. Finally, 
in-depth personalized feedback is chronophagous and 
hence infeasible.

Automatic short answer grading (ASAG) focusses on 
“assessing short natural language responses to objective 
questions using computational methods” [4]. ASAG tries 
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to tackle several of the aforementioned issues of human 
graders. Generally, literature on ASAG considers a short 
answer between one phrase and one paragraph long [4], 
whereas very short answers (between one and five words) 
are also gaining importance in medical education [2]. 
Advantages of ASAG are manyfold, for both teachers and 
students. In formative assessment settings, automatic 
grading gives an immediate feedback to students, a clear 
benefit of intelligent tutoring systems or other e-learn-
ing systems [6]. Teachers are assisted through valuable 
insights which allow them to take instructional deci-
sions, e.g., when recognizing common misconceptions 
[14]. The time saved by automatic or - at least - assisted 
grading could be used for, e.g., personalized guidance and 
support [1].

The history of ASAG dates back to the 1960s [4]. The 
beginning was marked by rule-based methods, including 
concept mapping (i.e., detecting the presence or absence 
of concepts in student answers) and information extrac-
tion (essentially pattern matching, e.g., using regular 
expressions or parse trees). Later approaches focussed 
on statistical methods, including corpus-based methods 
(i.e., statistical properties in large document corpora) and 
machine learning (Natural Language Processing (NLP) 
used in classification or regression tasks). Considerable 
work was conducted regarding evaluation, by comparing 
different methods through public data sets and competi-
tions [4].

With the recent advent of Large Language Models 
(LLMs), a new branch of ASAG approaches is coming 
up in literature [5, 10, 12, 14, 16, 17, 20–23]. LLM-based 
ASAG methods should enhance fairness, improve effi-
ciency while maintaining equal or higher accuracy com-
pared to human graders [8]. Nonetheless, there is a set of 
caveats to take into account, such as [5, 8]:

•	 Consistency An LLM should give the same grade to 
a student answer across multiple independent runs. 
The underlying model should be able or instructed to 
reproduce the same output in a deterministic way.

•	 Biases The data with which an LLM was trained 
or fine-tuned could present inherent biases and be 
reflected in inference.

•	 Knowledge availability Specialized knowledge from 
a certain domain might not have been included in the 
original training data. Depending on the knowledge 
cut-off date, recent knowledge might also not be pre-
sent.

•	 Hallucinations In the context of LLMs, a hallucina-
tion is an erroneous generation [15], often due to 
missing knowledge. The LLM could be tempted to fill 
the gap of missing knowledge by inventing facts and 
thereby draw wrong conclusions on the grade.

•	 Prompt injections If a student is aware of an 
LLM grading the exam questions, there is a risk of 
exploits through tailored indications in the answer. 
Prompt injections can be defined as the “action of 
inserting malicious text with the goal of misalign-
ing an LLM” [19] and manipulating its output [25] 
while circumventing content restrictions and filters 
[11].

•	 Transparency The LLM should be able to consist-
ently justify why a certain grade was determined for 
a student answer. Given the black-box nature of the 
underlying neural networks and the risk of halluci-
nations, this is a non-trivial challenge [12, 14].

•	 Privacy Student answers need to be anonymized, at 
least if commercial LLMs like GPT or Gemini are 
used. Open source LLMs such as Vicuna, Alpaca or 
Llama locally deployed could reduce this issue [10]

•	 Readiness and accessibility of technology As 
often with new technology, it may not necessarily 
be available to all educational institutions due to a 
limited budget or lack of personnel.

Contemporary literature on and a set of tools aiming 
at LLM-based ASAG is presented in Appendix A. To 
the best of our knowledge, no study so far focussed on 
LLM-based ASAG applied to medical education.

In this article, we graded student answers to short 
open questions from 12 undergraduate medical courses 
in 3 different languages using GPT-4 and Gemini 1.0 
Pro and compared the resulting grades to those given 
by human evaluators. The research questions we 
address are the following:

•	 RQ1 Is there a significant difference in human grad-
ing vs. LLM grading?

•	 RQ2 Can the grade proposed by an LLM be influ-
enced by providing it with the human grade a pri-
ori?

•	 RQ3 Is LLM-based grading consistent?
•	 RQ4 Do the language or length of an answer have 

an impact on the LLM-based grading?

The study contributes to the ASAG field in multiple 
aspects:

•	 To the best of our knowledge, this is the first study 
analysing the capabilities of LLM-based ASAG in 
the context of medical education. A positive out-
come could significantly improve the efficiency of 
medical teachers in grading tasks.

•	 To the best of our knowledge, this is the first study 
using the recent Gemini LLM for ASAG.
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Methods
We collected a total of 2288 student answers from 82 
questions in 12 undergraduate medical education 
courses at the University of Luxembourg. Each question 
was answered by a median of 30 students over a period 
of 2 years between Summer Term 2021/2022 and Win-
ter Term 2023/2024. For the given period, there would 
have been a total of 196 questions, but we only included 
those for which an evaluation rubric or sample solution 
was provided by the author of the question. A distribu-
tion of the number of questions and answers per course 
is given in Fig. 1. The majority of questions and answers 
stem from the biopathology and oncology courses.

The questions were asked in summative assessments 
conducted on Moodle. The answers were evaluated by 
one human grader (typically the author) and attributed 
a numerical grade between 0 and max. 10, depending 

on the weight of the question. Answers were indeed 
short, with a median length of 190 characters.

We developed a small Django web application into 
which questions and answers were imported and ana-
lyzed. Student data was anonymized.

Given the trilingual setting of the Bachelor in Medi-
cine at the University of Luxembourg, 49 questions were 
asked in French, the remainder (33) in English. Answers 
were given in French (62%), English (37%) and a minor-
ity (1%) in German (Fig. 2). In almost 90%, answers were 
given in the same language as the question, but some-
times, students feel more comfortable in a different one, 
which usually is not an issue for teachers. Language was 
automatically detected using the lingua and langde-
tect Python packages. Inconsistencies were resolved 
manually.

Answers were graded using two LLMs, namely GPT-4 
(GPT4) and Gemini 1.0 Pro (Gemini) through the 

Fig. 1  Number of questions per course
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openai and vertexai Python packages respectively. 
Default hyperparameters were used, including the tem-
perature1 which indicates whether responses are more 
consistent and deterministic or more diverse and crea-
tive. Given that grading should appreciate the correct-
ness of an answer compared to a sample solution by a 
numerical value, the expected output should not depend 
too much on the temperature. For gpt-4-06132, tem-
perature ranges from 0.0 too 2.0, where 0.0 is most con-
sistent and 2.0 is most diverse. The default value of 1.0 
was used. For gemini-1.0-pro-0013, temperature 
ranges from 0.0 to 1.0, the default of 0.9 was used. Exper-
iments were conducted in late February 2024. Analysis 
was done using the Python libraries pandas4, SciPy5 
and scikit-learn6. Visualization was created using 
the Python libraries Matplotlib7 and seaborn8. The 
usual significance level α = 0.05 was employed.

The prompts are shown in Fig. 3. GPT-4 distinguishes 
between system messages, which set the context and the 
behavior, and user messages, which contain the actual 
requests. At the time of writing, Gemini does not draw 
this distinction. Both LLMs are provided the ques-
tion stem, the key (rubric or sample solution), the stu-
dent answer and the maximum number of points to be 
attributed.

In addition to GPT4, we also included a third automatic 
grader GPT4b, where b stands for biased. The red text in 
Fig. 3, is only present in GPT4b, and provides the LLM 
with the grade of the human evaluator. This is done in 
order to respond to RQ2.

Results
Comparison among graders
For comparability reasons, all following calculations used 
normalized grades by dividing the attributed grade by 
the maximum grade of a question, resulting in a grade 
between 0 and 1. Human grades for all 2288 questions 
had a mean of 0.68(±0.34) and a median of 0.75, indicat-
ing generally rather high grades.

We first wanted to check whether there are some sig-
nificant differences between the human grader (Human) 
and the three LLM-based graders GPT4, GPT4b and 
Gemini. As shown in Table 1, there were significant dif-
ferences among all graders except between Human and 
Gemini. Indeed, as can be seen in Fig.  4, both GPT4 
and GPT4b had globally a lower mean normalized grade 
( 0.65± 0.29 respectively 0.64 ± 0.31 ) than the human 
grader. Gemini was comparable to the human grader, 
with a mean of 0.68± 0.32 and a median of 0.75.

On a per-course level, as shown in Fig.  5, this gen-
eral trend is sometimes broken. In the hematology and 
immune system course, GPT4 and GPT4b were less 
severe than the Human grader, whereas Gemini was giv-
ing lower grades than the teacher. In the pulmonary and 
thoracic pathology course, GPT4 and Gemini were both 
less severe than Human.

In Fig.  6, Bland-Altman plots show the agreement 
between Human and LLM graders. For all 3 LLM grad-
ers, the mean difference compared to the Human grader 
is very close to 0, indicating a low systematic bias. The 
limits of agreement represent 95% of all differences: Their 
extension is lowest for GPT4b and highest for Gemini. 
The patterns indicate a tendency towards agreeing more 
for completely wrong or completely correct answers. 
Disagreement varies among partially correct answers, 
contributing to the extension of the limits of agreement, 
specifically for Gemini. As overplotting might introduce 
a distortion, we will later analyze the distribution of the 
absolute relative difference.

Fig. 2  Distribution of languages. The outer ring shows the language 
of the question, whereas the inner shows the language 
of the student answer

1  https://​platf​orm.​openai.​com/​docs/​guides/​text-​gener​ation/​how-​should-​i-​
set-​the-​tempe​rature-​param​eter
2  https://​platf​orm.​openai.​com/​docs/​api-​refer​ence/​chat/​create#​chat-​create-​
tempe​rature
3  https://​cloud.​google.​com/​vertex-​ai/​gener​ative-​ai/​docs/​learn/​promp​ts/​
adjust-​param​eter-​values#​tempe​rature
4  https://​pandas.​pydata.​org
5  https://​scipy.​org
6  https://​scikit-​learn.​org
7  https://​matpl​otlib.​org
8  https://​seabo​rn.​pydata.​org

https://platform.openai.com/docs/guides/text-generation/how-should-i-set-the-temperature-parameter
https://platform.openai.com/docs/guides/text-generation/how-should-i-set-the-temperature-parameter
https://platform.openai.com/docs/api-reference/chat/create#chat-create-temperature
https://platform.openai.com/docs/api-reference/chat/create#chat-create-temperature
https://cloud.google.com/vertex-ai/generative-ai/docs/learn/prompts/adjust-parameter-values#temperature
https://cloud.google.com/vertex-ai/generative-ai/docs/learn/prompts/adjust-parameter-values#temperature
https://pandas.pydata.org
https://scipy.org
https://scikit-learn.org
https://matplotlib.org
https://seaborn.pydata.org
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Correlation between grade and answer language or length
We wanted to see whether the length or language of an 
answer had an impact on the grade. We used the Pearson 
Correlation Coefficient r for calculating the correlation 
between answer length and grade. For the categorical 
variable of the answer language, we calculated the corre-
lation ratio η . The results for all 4 graders are shown in 
Table 2. All values show a weak correlation between the 
grade and the answer length respectively language.

Accuracy
For teachers, it could be interesting to rely on an LLM-
based ASAG assistant if it can reliably grade “extreme” 
answers, i.e. fully correct or fully wrong, such that teach-
ers could focus on partially correct answers. To deter-
mine this reliability, we can calculate the accuracy by 
categorizing answers based on their grade.

We first defined binary accuracy by categorizing 
answers into fully correct (1) or not fully correct (0, 

Fig. 3  Prompts to grade student answers

Table 1  Paired t-test between the different graders

GPT4 GPT4b Gemini

p-value 95% CI p-value 95% CI p-value 95% CI

Human 1.22 · 10
−12 (0.029, 0.052) 7.13 · 10

−43 (0.046, 0.061) 0.32 (–0.007, 0.020)

GPT4 1.71 · 10
−4 (0.006, 0.019) 1.92 · 10

−10 (–0.044, –0.023)

GPT4b 3.42 · 10
−16 (–0.057, –0.035)
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Fig. 4  Global comparison of normalized grades among graders

Fig. 5  Per-course comparison of normalized grades among graders
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including fully wrong and partially correct) and compar-
ing the three LLM graders to the human grader. Heat-
maps and accuracy values are shown in Fig.  7. GPT4b 
reaches the highest accuracy, whereas GPT4 and Gem-
ini have a comparable accuracy. GPT4 and GPT4b 
have few false positives (i.e., the grader wrongly attribut-
ing full points), but all three LLM graders suffer from a 

Fig. 6  Bland-Altman plots showing the agreement between Human and LLM graders

Table 2  Correlation between grade and answer length/
language

Grader rLength η
2
Language

Human 0.046 0.017

GPT4 0.218 0.023

GPT4b 0.134 0.021

Gemini 0.112 0.039

Fig. 7  Heatmaps showing the binary accuracy of the 3 LLM graders. The fairer the color, the higher the number

Fig. 8  Heatmaps showing the ternary accuracy of the 3 LLM graders. The fairer the color, the higher the number
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high number of false negatives (i.e., the grader wrongly 
deducting points).

Ternary accuracy could be defined by categorizing 
answers into fully wrong (0), partially correct (1) and fully 
correct (2). Heatmaps and accuracy values are shown in 
Fig. 8. Again, GPT4b has the highest accuracy, the other 
two LLM graders are comparable. All three give partial 
grades for answers that were marked as fully wrong or 
fully correct by the human grader, which would mean 
that verification by a human grader is still required.

Fully correct or incorrect answers
For those questions that were considered fully correct 
by the human evaluator, we calculated the precision, i.e., 
the number of answers considered correct by both the 
LLM and the human grader divided by the number of all 
answers considered correct by the LLM. Again, GPT4b 
reached the highest precision (0.98), followed by GPT4 
(0.91) and Gemini (0.72). The high precision indicates 
that GPT4 could be used as a relatively reliable grader for 
detecting fully correct solutions.

For answers considered fully wrong by the human 
evaluator, LLM graders were more reluctant in giving no 
points, as the median relative grade for GPT4 and Gem-
ini was 0.33.

Differences and regrading
We were interested in the absolute relative difference � 
between the LLM graders and the human evaluator. Fig-
ure  9 shows that the distribution for all 3 LLM graders 
is left-skewed, indicating generally low differences, with 

a median of 0.17 for GPT4 and Gemini and a median of 
0.0 for GPT4b.

For answers where � > 0.5 , we asked the corre-
sponding LLM to regrade the answer. As shown in 
Fig.  10, the prompt indicated the previous grade of 
the LLM and the human grade, and asked the LLM to 
explain its divergence compared to the human grade 
or if it changed opinion (and then eventually indicate 
a new grade).

Tables  3 and 4 show the outcome of this regrading 
exercise. Over 200 answers were regraded where Gem-
ini initially differed over 50% with the human grade, 
and over 100 for GPT4. Note that there was no significant 
difference between the human and original LLM grade 
for the subset of answers where � > 0.5 and a new grade 
was determined. While the new grades also did not sig-
nificantly differ from the original LLM grade, in the case 
of Gemini, they were significantly higher than the origi-
nal grades.

This can also be appreciated in Fig. 11. Both GPT4 and 
GPT4b gave a higher grade after regrading to half of the 
answers, while lowering it for a third of them. Gemini 
changed to a higher or lower grade for a quarter of the 
answers respectively.

Explanations
We used the LLMs to summarize their explanations why 
they changed or maintained their grade compared to the 
human one (Fig.  12). For GPT4b, we additionally indi-
cated that it knew the human grade and asked whether it 
considers to have been biased.

Fig. 9  Distribution of absolute relative difference � between human and LLM-based grades
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All 3 LLM graders were more lenient in their grading 
when the essence of the key was captured in the student’s 
answer, this to “encourage foundational understanding 
over rote memorization” (GPT4) and to “acknowledge 
the effort” (GPT4b). GPT4b mentioned that it “tended to 

Fig. 10  Prompt asking the LLM to explain the high divergence from the human grade

Table 3  Number of regraded answers

GPT4 GPT4b Gemini

Answers regraded 122 36 215

Answers with new differ-
ent grade

100 29 109

Table 4  Paired t-tests between human, original LLM and new LLM grades

GPT4 GPT4b Gemini

p-value 95% CI p-value 95% CI p-value 95% CI

Human vs. Original LLM grade 0.985 (–0.143, 0.140) 0.293 (–0.135, 0.433) 0.964 (–0.151, 0.144)

Original LLM grade vs. new LLM grade 0.068 (–0.162, 0.006) 0.202 (–0.223, 0.049) 0.307 (–0.187, 0.059)

Human vs. new LLM grade 0.111 (–0.177, 0.019) 0.605 (–0.181, 0.305) 0.020 (–0.124, –0.011)
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give the benefit of the doubt”. They did critize the human 
graders:

“The variance in grades between myself and the 
human teacher often stemmed from differing inter-

pretations of the breadth and depth of knowl-
edge  demonstrated by the students and the edu-
cational objectives of emphasizing either broad 
understanding or detailed specificity.” (GPT4b)

Fig. 11  Evolution of grade after regrading

Fig. 12  Prompt to GPT-4 summarizing the explanations
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“In several instances, I identified a partial under-
standing or effort from the student that the human 
grader might have overlooked , leading to a more 
lenient grading on my part.” (GPT4b)

“In cases where the student’s answer matched the key 
or demonstrated understanding consistent with the 
key but was graded harshly  by the human grader.” 
(Gemini)

More strict grading was explained by significant mis-
understanding or inaccuracies “where precision is cru-
cial” (e.g., treatment) or when the answer was too broad 
(GPT4). Gemini further stated to have given lower 
grades if these inaccuracies “detracted from the overall 
correctness or completeness as per the criteria laid out in 
the key”. In some cases, Gemini also acknowledged its 
own error, in an almost human way:

“Occurred in  situations where, after further 
reflection or additional scrutiny  of the student’s 
response in comparison to the key, it was evident 
that the human grader’s assessment more pre-
cisely reflected  the accuracy or completeness of the 
student’s answer according to the provided grading 
criteria.” (Gemini)

Finally, regarding a possible bias, GPT4b gave a twofold 
answer:

“Reflecting on my decision-making process, there 
might have been a bias towards ensuring students 
received recognition for their efforts and partial 
understanding . This inclination towards acknowl-
edging any correct elements in an answer, even if not 
fully detailed or precise, might have led to slightly 
more generous grading in some cases  compared 
to the human teacher. Furthermore, my grading 
may also reflect a bias toward facilitating learn-
ing through positive reinforcement , particularly 
where foundational knowledge was demonstrated 
but lacked depth.” (GPT4b)

“ Knowing the grade of the human teacher a pri-
ori might have influenced my grading decisions 
to some extent . This prior knowledge could have 
set anchoring points for reconsideration, potentially 
biasing my evaluations towards justifying or ques-
tioning the human teacher’s judgments. My reflec-
tions often considered the human teacher’s per-
spective, indicating a level of bias in attempting 
to align with or understand their grading ration-
ale.  While efforts were made to objectively assess 
each student’s understanding based on the explana-
tions provided, the insight into the human teacher’s 

grading likely influenced the degree of leniency or 
strictness applied in my reevaluations. This influ-
ence is particularly apparent in cases where adjust-
ments were made upon reflecting on the human 
teacher’s perspective, suggesting a predisposition to 
seek justification for their grades before finaliz-
ing my own. ” (GPT4b)

Variability
Given that LLMs were up to changing their initial grade 
when asked to regrade, we wanted to analyze the general 
variability. For this, we repeated the prompt from Fig. 3 
on all 373 answers where � > 0.5 9 further times to have 
a total of 10 independent grades.

For each answer, we calculated the standard deviation 
of these 10 normalized grades, called henceforth σ10 . 
The highest average standard deviation was reached by 
Gemini ( σ10 = 0.15 ), the lowest by GPT4 ( σ10 = 0.08 ). 
There was no significant difference between the original 
grade and the average of the 9 additional ones. The third 
quartile Q3 of σ10 is 0.17, which indicates a low overall 
variability. The maximum σ10 = 0.44 was attained by 
Gemini, which was responsible for 90% of the answers 
with σ10 in the upper quartile range.

Two answers where Gemini reached σ10 > 0.4 are 
particularly interesting here. The first question asked for 
alarm symptoms and the key contained a list of possible 
symptoms to mention. The student’s answer was quite 
long, with many symptoms but not all tailored to alarm 
symptoms. The second question asked for three causes 
of fibrinous pericarditis. The student answered with an 
empty enumeration (i.e., only writing “1. ... 2. ... 3. ...”. For 
both answers, Gemini fluctuated between 0 and full 
points. GPT4 and GPT4b agreed with the human grader.

There were 6 questions having at least 4 answers 
with σ10 in the upper quartile range, resulting in a set 
of 27 answers. In 23 cases, again Gemini was the vari-
able grader. Most often, the related questions were ask-
ing for a number of items (e.g., “Name 3 ...”) and the key 
indicated a larger number of possible correct answers. 
Gemini sometimes considered that the student needed 
to give all the answers. The LLM was also quite variable 
in its grading when the key was relatively short, leaving 
room for interpretation. Language differences between 
question and answers were only present in one case and 
hence did not play a role.

Grading of sample solutions
Finally, we were interested in seeing how GPT4 would 
grade the sample solution. The prompt used for this 
is shown in Fig. 13. To not introduce any potential bias 
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in favor of the solution, the LLM was told that it was a 
student answer. Lacking a key to compare against in this 
case, the LLM needed to rely on its training knowledge.

We calculated the relative difference between the 
attributed grade and the maximum number of points. 
The third quartile of this relative difference was 0.0, 
indicating a high agreement between the grade and 
the number of points. On a per course-level, the high-
est mean difference could be noted in the neuropathol-
ogy course (0.15). Here again, the issue was caused by 
questions whose key was quite concise. Indeed, there 
is a weak negative correlation ( r = −0.11 ) between the 
relative difference and the length of the key. This means 
that a shorter key may lead to a lower grade. Keys had 
a median length of 192 characters, the longest key had 
920 characters.

Discussion
Overall, grades by GPT-4 were significantly lower than 
the grades from the human evaluator. This is different 
from the results in [5], where GPT would assign higher 
scores than human evaluators, and only become more 
severe in one-shot settings. Tobler also noted a high 
agreement with manual grading and sometimes a stricter 
evaluation by GPT-4 [23]. Gemini 1.0 Pro did not present 
a significant difference compared to human grades.

Binary accuracy was higher than ternary, which was 
also observed in [10]. As opposed to [10], though, we 
found low rates of false positives with GPT-4, and GPT-4 
achieved a high precision for fully correct answers. Nev-
ertheless, there remained questions where LLMs were 
reluctant to give 0 respectively full points, so human 
oversight is still necessary [21]. But given that recogni-
tion of fully correct answers is reliable, more time will 
be available to focus on the middle cases. This aligns well 
with Kortemeyer [13], who observed that GPT “performs 
best at the extreme ends of the grading spectrum”, and 
with Schneider et al., who stated that GPT has a tendency 
to the middle [21].

Regarding RQ1, we thus acknowledge a significant dif-
ference for GPT-4, but with a low rate of false positives, 
and a non-significant difference for Gemini.

When asking GPT4b about a potential bias directly, it 
could not exclude it. This bias could also have led it to 
reach the highest accuracy in both binary and ternary 
settings. Of course, the usage of GPT4b is only realistic if 
the LLM can be provided a human grade and would issue 
a second opinion. Regarding RQ2, we cannot exclude 
a potential bias. Hence, prompt design should take this 
into account.

Hackl et al. stated that “inconsistent ratings could lead 
to unfair outcomes” [12]. In our case, variability was not 
significant, but the highest was observed with Gemini, 

Fig. 13  Prompt asking the LLM to grade the sample solution
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which sometimes fluctuated between 0 and full points. 
This behavior could be explained by certain characteris-
tics of the key, if it was either too short or enumerated 
many possible answers in a question asking for a num-
ber of items. This issue could be solved by providing 
more explicit keys respectively adapting the prompt in 
case of enumeration questions. In [12], the authors even 
executed multiple iterations over different time frames, 
and still reached a high inter-rater reliability with GPT-4. 
Whether the temperature hyperparameter has an influ-
ence on the variability of the grade needs to be further 
analysed, although the diversity in the output should not 
have an impact on judging factual knowledge, as LLMs 
typically do not provide false information on purpose 
unless otherwise instructed. Furthermore, as the variabil-
ity was not noted among the whole corpus of answers, 
the temperature would at least not be the only influenc-
ing factor. With respect to RQ3, overall we can say that 
LLM-based grading is consistent for high quality keys.

We detected a weak correlation between LLM-based 
grades and the length or language of an answer. Inter-
estingly, Chang and Ginter found a negative association 
between answer length and model performance [5], while 
Schneider et al. found that grading criteria are language 
sensitive [21]. Regarding RQ4, we conclude that - in our 
setting - language or length of an answer did not have an 
impact on the LLM-based grading.

Assessing the instructor’s answers allows to see 
whether they are too tightly coupled to the learning 
material [21]. In our case, the keys reached full points 
in 3 out of 4 cases, which also shows that, at least for 
Bachelor-level medical education questions, the train-
ing knowledge is sufficient and does not require model 
fine-tuning.

The explanations given by the LLM graders extended 
from giving the “benefit of the doubt” to sanctioning inac-
curacies “where precision is crucial”, which is indeed 
the case for medical education. Condor proposes to use 
ASAG as an assistant to rather than a replacement of the 
human grader, even more in high-stakes scenarios [7]. 
Failing students merely based on a grade provided by 
an LLM raises ethical questions [21, 23]. Indeed, if a low 
agreement among the automated model and the human 
rater would be found, a third human opinion should be 
asked [7]. Employing the LLM itself as a second opinion 
to a human grader can be interesting, e.g., if anonymous 
grading cannot be applied [23], but it could also give a 
false sense of security [21].

Matelsky et al. observed that it was also “important to 
consider how students perceive AI graders” [16]. Schultze 
et  al. recently studied algorithm aversion, i.e., whether 
students appreciate LLM-augmented feedback [22]. 
They conducted an experiment with undergraduate 

psychology students in the UK. The results showed no 
algorithm aversion, and the quality of feedback by GPT-
3.5 was rated higher than the feedback from a human 
teacher, as it used more positive phrasing, was more 
detailed and showed better readability.

Coming back to the caveats mentioned at the begin-
ning, the LLM graders were quite consistent, even 
though some variability could be noted depending on 
the quality of the key. The knowledge availability can 
be determined based on the knowledge cutoff date. For 
the employed LLMs, GPT-4 includes training data up 
to September 2021, whereas Gemini’s cutoff is Novem-
ber 2023. With respect to the knowledge assessed in an 
undergraduate medical education program, these cut-
off dates seem fairly reasonable. Biases in the underly-
ing training data should be monitored for, e.g., by using 
LLM evaluation frameworks like DeepEval9. Transpar-
ency can be enabled by requesting explanations on the 
grade, ideally at the same time as the grade is provided to 
avoid a misalignment. It cannot be excluded that LLMs 
could have hallucinated while providing the explanations 
of the grades, albeit their summary seems overall rather 
plausible. Prompt injections would most likely just be 
a risk if students would assume that answers were only 
graded by an LLM, as such a kind of manipulation in the 
answer would seem strange to a human grader. We do 
stress the need of human supervision. Nonetheless, there 
exist technical solutions to try to detect prompt injection 
attacks, e.g., Rebuff AI10. Privacy can be ensured by not 
providing personal data to the LLM and/or using LLMs 
deployed on-premise. Finally, accessibility to technology 
being often a question of budget or personnel depends on 
the very institution.

What are the practical implications of our findings? 
For medical educators, while LLMs were reluctant to 
give 0 points, GPT-4 achieved a high precision of fully 
correct answers, which means that educators can save 
time respectively can dedicate more time to non-edge 
cases. The trade-off, though, is to focus on creating high 
quality keys or grading rubrics which can be used by the 
LLM. At least for questions and answers in French and 
English, and for Bachelor-level knowledge, our approach 
is promising, which means that open questions could 
be more frequently used in medical education exams. 
As students tend to perform better in multiple-choice 
questions due to recognition of the correct answer [2], 
a higher usage of short answer questions facilitated by 
LLM-based automatic grading support could better 
reflect real student performance. For medical students, 

9  https://​github.​com/​confi​dent-​ai/​deepe​val
10  https://​github.​com/​prote​ctai/​rebuff

https://github.com/confident-ai/deepeval
https://github.com/protectai/rebuff
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LLM-based feedback could be valuable in formative 
assessment, where the stakes of incorrect grading is not 
so high. However, feedback should be monitored, as hal-
lucinations could foster misconceptions. On the other 
hand, misconceptions could also be identified through 
students’ answers [18]. It was reported that students did 
not present algorithm aversion and rather appreciated 
the feedback from an LLM [22]. However, they could 
develop algorithm aversion in case the LLM consistently 
attributed lower grades than a human grader in summa-
tive assessments. Finally, for medical schools, apply-
ing the described approach would incur costs, either for 
infrastructure or AI APIs. Also, quality should be closely 
monitored, as students could complain about unfair or 
incorrect grading.

The main limitation of this study is that LLM grades 
were only compared to a single human grader. Even if 
the graders were all domain experts and mostly authors 
of the questions they graded, another grader could have 
been more lenient or severe. Also, answers were graded 
in an isolated way, i.e., knowledge across questions was 
not taken into account by the LLMs, but might have been 
appreciated by a human grader. The temporal evolution 
of LLMs can also have an impact on the consistency of 
grading, and should thus be verified periodically [12].

Conclusions
In this article, we analyzed the capabilities of LLM-based 
ASAG in the context of medical education in a multilin-
gual setting. GPT-4 showing low rates of false positives 
and a high precision among fully correct answers can 
spare time to teachers who may focus on the middle cases. 
In our setting, as the grades were overall rather high, this 
could lead to a substantial time saving among medical 
teachers, which in our case are mostly active practition-
ers. To enable consistent gradings, teachers would need 
to invest a bit of time in writing high quality sample solu-
tions or rubrics, but the return on this investment is time 
spared during grading. Overall, this could mean a non-
negligible boost in efficiency to medical teachers.

The training knowledge seems to be sufficient for Bach-
elor-level medical education questions, so no fine-tuning 
would be needed. Human oversight is still necessary, 
even more for high-stakes exams, e.g., as a second or 
third opinion in addition to human graders. For forma-
tive settings, automated feedback to medical students 
would be feasible as well.

For future work, we support the idea of Schneider et al. 
to use LLMs for assessing open questions before an exam 
and check whether their rubric or sample solution is too 
tightly coupled with the learning material [21]. One LLM 
could respond to the question, while another instance 
would grade this answer based on the key. Different 

answer styles could be produced by adjusting the temper-
ature hyperparameter. Such an approach was also used 
in [6] to augment datasets and reduce overfitting dur-
ing training. Finally, while the results of Gemini 1.0 Pro 
in this study are already promising, we would like to fur-
ther investigate the behavior of Gemini 1.5. The recently 
released Llama 3.1 and GPT4o will also be included.

Appendix A: Related work and tools
Contemporary literature on LLM-based ASAG 
approaches has covered different fields such as mechani-
cal engineering [10] or data/computer science [21]. The 
first transformer-based ASAG works we found stem from 
2020 [7, 9]. Condor trained Google’s BERT (Bidirectional 
Encoder Representations from Transformers) on expert 
ratings [7]. Gaddipati et  al. compared ASAG perfor-
mance of ELMo, BERT, GPT-1 and GPT-2 on the Mohler 
dataset, which includes questions and answers from the 
computer science domain [9]. In that time, according 
to their findings, ELMo outperformed the other trans-
formers. Chang and Ginter used ChatGPT to grade 
2000 student answers in Finnish from ten undergraduate 
courses [5]. No grading criteria, such as a rubric or the 
instructor’s solution, were provided, but sample student 
answers were used with the corresponding grade. GPT-4 
outperformed GPT-3.5, a common finding in contempo-
rary LLM research. Gao et al. used Vicuna for ASAG in 
mechanical engineering courses [10]. Hackl et  al. used 
GPT-4 to evaluate macroeconomics essays on both con-
tent and style [12]. Regarding the content, a sample solu-
tion was provided. The LLM tended to give higher scores 
for content than for style, which can be explained by the 
high linguistic quality reached and hence expected by 
GPT-4. Okgetheng and Takeuchi graded 300 Japanese 
essays using the Open-Calm LLM family [17]. Pinto et al. 
used GPT-4 to grade open-ended questions in job train-
ing at a software development company [20]. Schneider 
et al. assessed the instructor’s answer, a student’s answer 
in general as well as a student’s answer with respect to the 
instructor’s answer through GPT 3.5. The answers were 
both in German and English, situated in the data sci-
ence and computer science domains [21]. Xiao et al. used 
GPT-4 and a fine-tuned GPT-3.5 for Automated Essay 
Scoring (AES) in second-language learners courses [24]. 
The aim was to assist novice graders. The result was that 
novice graders with LLM feedback reach an accuracy 
comparable to expert graders, while the performance and 
consistency of expert graders got boosted.

There is also a set of tools aiming at LLM-based ASAG. 
Matelsky et  al. developed FreeText, a web application 
(alternatively also a widget for Jupyter notebooks) that 
provides LLM-based feedback for open-ended responses 
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[16]. Under the hood, it uses Guidance11, a library by 
Microsoft that enables handling agnostic of the under-
lying LLM. Tobler developed SmartGrading, a GPT-
4-based ASAG web application [23]. The AI Text quiz 
question type plugin12 for the Moodle Learning Man-
agement System13 by Marcus Green extends the default 
essay question type by giving automatic feedback and 
marking based on GPT.
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