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Abstract 

Background  This study aimed to answer the research question: How reliable is ChatGPT in automated essay scoring 
(AES) for oral and maxillofacial surgery (OMS) examinations for dental undergraduate students compared to human 
assessors?

Methods  Sixty-nine undergraduate dental students participated in a closed-book examination comprising two 
essays at the National University of Singapore. Using pre-created assessment rubrics, three assessors independently 
performed manual essay scoring, while one separate assessor performed AES using ChatGPT (GPT-4). Data analyses 
were performed using the intraclass correlation coefficient and Cronbach’s α to evaluate the reliability and inter-rater 
agreement of the test scores among all assessors. The mean scores of manual versus automated scoring were evalu-
ated for similarity and correlations.

Results  A strong correlation was observed for Question 1 (r = 0.752–0.848, p < 0.001) and a moderate correlation 
was observed between AES and all manual scorers for Question 2 (r = 0.527–0.571, p < 0.001). Intraclass correlation 
coefficients of 0.794–0.858 indicated excellent inter-rater agreement, and Cronbach’s α of 0.881–0.932 indicated 
high reliability. For Question 1, the mean AES scores were similar to those for manual scoring (p > 0.05), and there 
was a strong correlation between AES and manual scores (r = 0.829, p < 0.001). For Question 2, AES scores were signifi-
cantly lower than manual scores (p < 0.001), and there was a moderate correlation between AES and manual scores 
(r = 0.599, p < 0.001).

Conclusion  This study shows the potential of ChatGPT for essay marking. However, an appropriate rubric design 
is essential for optimal reliability. With further validation, the ChatGPT has the potential to aid students in self-assess-
ment or large-scale marking automated processes.

Keywords  Artificial intelligence, Education, Dental, Academic performance, Models, Educational, Mentoring, 
Educational needs assessment

Background
Large Language Models (LLMs), such as OpenAI’s GPT-
4, LLaMA by META, and Google’s LaMDA (Language 
Models for Dialogue Applications), have demonstrated 
tremendous potential in generating outputs based on 
user-specified instructions or prompts. These models 
are trained using large amounts of data and are capable 
of natural language processing tasks. Owing to their abil-
ity to comprehend, interpret, and generate natural lan-
guage text, LLMs allow human-like conversations with 
coherent contextual responses to prompts. The capability 
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of LLMs to summarize and generate texts that resem-
ble human language allows the creation of task-focused 
systems that can ease the demands of human labor and 
improve efficiency.

OpenAI uses a closed application programming inter-
face (API) to process data. Chat Generative Pre-trained 
Transformer (OpenAI Inc., California, USA, https://​
chat.​openai.​com/) was introduced globally in 2020 as 
ChatGPT3, a generative language model with 175 billion 
parameters [1]. It is based on a generative AI model that 
can generate new content based on the data on which 
they have been trained. The latest version, ChatGPT-4, 
was introduced in 2023 and has demonstrated improved 
creativity, reasoning, and the ability to process even more 
complicated tasks [2].

Since its release in the public domain, ChatGPT has 
been actively explored by both healthcare professionals 
and educators in an effort to attain human-like perfor-
mance in the form of clinical reasoning, image recogni-
tion, diagnosis, and learning from medical databases. 
ChatGPT has proven to be a powerful tool with immense 
potential to provide students with an interactive platform 
to deepen their understanding of any given topic [3]. In 
addition, it is also capable of aiding in both lesson plan-
ning and student assessments [4, 5].

The potential of ChatGPT for assessments
Automated Essay Scoring (AES) is not a new concept, 
and interest in AES has been increasing since the advent 
of AI. Three main categories of AES programs have been 
described, utilizing regression, classification, or neu-
ral network models [6]. A known problem of current 
AES systems is their unreliability in evaluating the con-
tent relevance and coherence of essays [6]. Newer lan-
guage models such as ChatGPT, however, are potential 
game changers; they are simpler to learn than current 
deep learning programs and can therefore improve the 
accessibility of AES to educators. Mizumoto and Eguchi 
recently pioneered the potential use of ChatGPT (GPT-
3.5 and 4) for AES in the field of linguistics and reported 
an accuracy level sufficient for use as a supportive tool 
even when fine-tuning of the model was not performed 
[7].

The use of these AI-powered tools may potentially 
ease the burden on educators in marking large numbers 
of essay scripts, while providing personalized feedback 
to students [8, 9]. This is especially crucial with larger 
class sizes and increasing student-to-teacher ratios, 
where it can be more difficult for educators to actively 
engage individual students. Additionally, manual scoring 
by humans can be subjective and susceptible to fatigue, 
which may put the scoring at risk of being unreliable [7, 
10]. The use of AI for essay scoring may thus help reduce 

intra- and inter-rater variability associated with manual 
scoring by providing a more standardized and reliable 
scoring process that eases the time- and labor-intensive 
scoring workload of human assessors [10, 11].

The current role of AI in healthcare education
Generative AI has permeated the healthcare industry 
and provided a diverse range of health enhancements. 
An example is how AI facilitates radiographic evaluation 
and clinical diagnosis to improve the quality of patient 
care [12, 13]. In medical and dental education, virtual 
or augmented reality and haptic simulations are some of 
the exciting technological tools already implemented to 
improve student competence and confidence in patient 
assessment and execution of procedures [14–16]. The 
incorporation of ChatGPT into the dental curriculum 
would thus be the next step in enhancing student learn-
ing. The performance of ChatGPT in the United States 
Medical Licensing Examination (USMLE) was recently 
validated, with ChatGPT achieving a score equivalent 
to that of a third-year medical student [17]. However, no 
data are available on the performance of ChatGPT in the 
field of dentistry or oral and maxillofacial surgery (OMS). 
Furthermore, the reliability of AI-powered language 
models for the grading of essays in the medical field has 
not yet been evaluated; in addition to essay structure and 
language, the evaluation of essay scripts in the field of 
OMS would require a level of understanding of dentistry, 
medicine and surgery.

Therefore, this study aimed to evaluate the reliabil-
ity of ChatGPT for AES in OMS examinations for final-
year dental undergraduate students compared to human 
assessors. Our null hypothesis was that there would be 
no difference in the scores between the ChatGPT and 
human assessors. The research question for the study was 
as follows: How reliable is ChatGPT when used for AES 
in OMS examinations compared to human assessors?

Materials and methods
This study was conducted in the Faculty of Dentistry, 
National University of Singapore, under the Department 
of Oral and Maxillofacial Surgery. The study received eth-
ical approval from the university’s Institutional Review 
Board (REF: IRB-2023–1051) and was conducted and 
drafted with guidance from the education interventions 
critical appraisal worksheet introduced by BestBETs [18].

Sample size calculation for this study was based on 
the formula provided by Viechtbauer et al.: n = ln (1-γ) / 
ln(1-π), where n, γ and π represent the sample size, sig-
nificance level and level of confidence respectively [19]. 
Based on a 5% margin of error, a 95% confidence level and 
a 50% outcome response, it was calculated that a mini-
mum sample size of 59 subjects was required. Ultimately, 

https://chat.openai.com/
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the study recruited 69 participants, all of whom were 
final-year undergraduate dental students. A closed-book 
OMS examination was conducted on the Examplify plat-
form (ExamSoft Worldwide Inc., Texas, USA) as a part of 
the end-of-module assessment. The examination com-
prised two open-ended essay questions based on the top-
ics taught in the module (Table 1).

Creation of standardized assessment
An assessment rubric was created for each question 
through discussion and collaboration of a workgroup 
comprising four assessors involved in the study. All 
members of the work group were academic staff from the 
faculty (I.I., B.Q., L.Z., T.J.H.S.) (Supplementary Tables S1 
and S2) [20]. An analytic rubric was generated using the 
strategy outlined by Popham [21]. The process involved 
a discussion within the workgroup to agree on the learn-
ing outcomes of the essay questions. Two authors (I. I. 
and B. Q) independently generated the rubric criteria 
and descriptions for Question 1 (Infection). Similarly, for 
Question 2 (Trauma), the rubric criteria and descriptions 
were generated independently by two authors (I.I. and 
T.J.H.S.). The rubrics were revised until a consensus was 
reached between each pair. In the event of any disagree-
ment, a third author (L.Z.) provided their opinion to aid 
in decision making.

Marking categories of Poor (0 marks), Satisfactory (2 
marks), Good (3 marks), and Outstanding (4 marks) were 
allocated to each criterion, with a maximum of 4 marks 
attainable from each criterion. A criterion for overall 
essay structure and language was also included, with 
a maximum attainable 5 marks from this criterion. The 
highest score for each question was 40.

Model answers to the essays were prepared by another 
author (C.W.Y.), who did not participate in the crea-
tion of the rubrics. Using the rubrics as a reference, the 
author modified the model answer to create 5 variants 
of the answers such that each variant fell within differ-
ent score ranges of 0–10, 11–20, 21–30, 31–40, 41–50. 

Subsequently, three authors (B. Q., L. Z., and T.J.H.S) 
graded the essays using the prepared rubrics. Revisions 
to the rubrics were made with consensus by all three 
authors, a process that also helped calibrate these three 
authors for manual essay scoring.

AES with ChatGPT
Essay scoring was performed using ChatGPT (GPT-4, 
released March 14, 2023) by one assessor who did not 
participate in the manual essay scoring exercise (I.I.). 
Prompts were generated based on a guideline by Giray, 
and the components of Instruction, Context, Input Data 
and Output Indication as discussed in the guideline were 
included in each prompt (Supplementary Tables  3 and 
4) [22]. A prompt template was generated for each ques-
tion by one assessor (I.I.) with advice from two experts 
in prompt engineering, based on the marking rubric. 
The criterion and point allocation were clearly written in 
prose and point forms. For the fine-tuning process, the 
prompts were input into ChatGPT using variants of the 
model answers provided by C.W.Y. Minor adjustments 
were made to the wording of certain parts of the prompts 
as necessary to correct any potential misinterpretations 
of the prompts by the ChatGPT. Each time, the prompt 
was entered into a new chat in the ChatGPT in a browser 
where the browser history and cookies were cleared. Sub-
sequently, finalized prompts (Supplementary Tables  3 
and 4) were used to score the student essays. AES scores 
were not used to calculate students’ actual essay scores.

Manual essay scoring
Manual essay scoring was completed independently by 
three assessors (B.Q., L.Z., and T.J.H.S.) using the assess-
ment rubrics (Supplementary Tables S1 and S2). Cali-
bration was performed during the rubric creation stage. 
The essays were anonymized to prevent bias during the 
marking process. The assessors recorded the marks allo-
cated to each criterion, as well as the overall score of each 
essay, on a pre-prepared Excel spreadsheet. Scoring was 
performed separately and independently by all assessors 
before the final collation by a research team member 
(I.I.) for statistical analyses. The student was considered 
‘able to briefly mention’ a criterion if they did not men-
tion any of the keywords of the points within the crite-
rion. The student was considered ‘able to elaborate on’ 
a point within the criterion if they were able to mention 
the keywords of that point as stated in the rubric, and 
were thus awarded higher marks in accordance with the 
rubric (e.g. the student was given a higher mark if they 
were able to mention the need to check for dyspnea and 
dysphagia, instead of simply mentioning a need to check 
the patient’s airway). Grading was performed with only 

Table 1  Essay examination questions

# Question

1 A male adult presents with a buccal extraoral 
swelling. He reports pain over a decayed lower 
molar with foul taste in his mouth. On examina-
tion you notice an extraoral swelling and pus 
discharge intraorally. How will you manage this 
case?

2 A young male construction worker fell 
from a height of 10 m. He was conscious 
when brought to the Accident and Emergency 
Department. You are called to assess his orofacial 
trauma. Discuss your management of the patient
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whole marks as specified in the rubrics, and assessors 
were not allowed to give half marks or subscores.

Data synthesis
The scores given out of 40 per essay by each assessor were 
compiled. Data analyses were subsequently performed 
using SPSS® version 29.0.1.0(171) (IBM Corporation, 
New York, United States). For each essay question, cor-
relations between the essay scores given by each assessor 
were analyzed and displayed using the inter-item corre-
lation matrix. A correlation coefficient value (r) of 0.90–
1.00 was indicative of a very strong, 0.70–0.89 indicative 
of strong, 0.40–0.69 moderate, 0.10–0.39 weak and < 0.10 
negligible positive correlation between the scorers [23]. 
The cutoff p-value for the significance level was set at 
p < 0.05. The intraclass correlation coefficient (ICC) and 
Cronbach’s α were then calculated between all asses-
sors to assess the inter-rater agreement and reliability, 
respectively [24]. The ICC was interpreted on a scale of 
0 to 1.00, with a higher value indicating a higher level of 
agreement in scores given by the scorers to each student. 
A value less than 0.40 was indicative of poor, 0.40–0.59 
fair, 0.60–0.74 good, and 0.75–1.00 excellent agreement 
[25]. Using Cronbach’s α, reliability was expressed on a 
range from 0 to 1.00, with a higher number indicating a 
higher level of consistency between the scorers in their 
scores given across the students. The reliability was con-
sidered ‘Less Reliable’ if the score was less 0.20, ‘Rather 
Reliable’ if the score was 0.20–0.40, ‘Quite Reliable’ if 
0.40–0.60, ‘Reliable’ if 0.60–0.80 and ‘Very Reliable’ if 
0.80–1.00 [26].

Similarly, the mean scores of the three manual scor-
ers were calculated for each question. The mean manual 
scores were then analyzed for correlations with AES 
scores by using Pearson’s correlation coefficient. Student’s 
t-test was also used to analyze any significant differences 
in mean scores between manual scoring and AES. A 
p-value of < 0.05 was required to conclude the presence of 
a statistically different score between the groups.

Results
All final-year dental undergraduate students (69/69, 
100%) had their essays graded by all manual scorers and 
AES as part of the study. Table 2 shows the mean scores 
for each individual assessor as well as the mean scores for 
the three manual scorers (Scorers 1, 2, and 3).

Analysis of correlation and agreement between all scorers
The inter-item correlation matrices and their respective 
p-values are listed in Table 3. For Question 1, there was a 
strong positive correlation between the scores provided 

Table 2  Mean scores and standard deviations (S.D.) for each assessor. Manual scoring was performed by Scorers 1, 2, and 3, while 
AES was performed by a separate team member (I.I.). The mean scores of Scorers 1, 2, and 3 were calculated to obtain the Combined 
Manual Scores. AES showed a significantly lower mean score than manual scoring for Question 2, but not for Question 1

Scorer Question 1 Question 2

Mean S.D p Mean S.D p

Scorer 1 18.72 6.010 23.23 4.446

Scorer 2 11.71 4.288 21.51 4.928

Scorer 3 14.12 5.731 24.58 4.587

Combined Manual Scores 14.85 4.988 0.726 23.11 4.241  < 0.001*

AES 14.54 5.490 18.62 4.044

Table 3  Inter-item correlation matrix and significance

A strong correlation was found between all groups for Question 1, and a strong 
to moderate correlation was found between the groups for Question 2

AES Automated essay scoring

*signifies significant difference

Question 1

Scorer 1 Scorer 2 Scorer 3 AES

Scorer 1 r 1.000

p

Scorer 2 r 0.848 1.000

p  < 0.001*

Scorer 3 r 0.797 0.773 1.000

p  < 0.001*  < 0.001*

AES r 0.810 0.753 0.752 1.000

p  < 0.001*  < 0.001*  < 0.001*

Question 2
Scorer 1 Scorer 1 Scorer 2 Scorer 3 AES

r 1.000

p

Scorer 2 r 0.829 1.000

p  < 0.001*

Scorer 3 r 0.756 0.655 1.000

p  < 0.001*  < 0.001*

AES r 0.571 0.527 0.542 1.000

p  < 0.001*  < 0.001*  < 0.001*
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by each assessor (Scorers 1, 2, 3, and AES), with r-values 
ranging from 0.752–0.848. All p-values were < 0.001, 
indicating a significant positive correlation between all 
assessors. For Question 2, there was a strong positive 
correlation between Scorers 1 and 2 (r = 0.829) and Scor-
ers 1 and 3 (r = 0.756). There was a moderate positive 
correlation between Scorers 2 and 3 (r = 0.655), as well 
as between AES and all manual scores (r-values ranging 
from 0.527 to 0.571). Similarly, all p-values were < 0.001, 
indicative of a significant positive correlation between all 
scorers.

For the analysis of inter-rater agreement, ICC values of 
0.858 (95% CI 0.628 – 0.933) and 0.794 (95% CI 0.563 – 
0.892) were obtained for Questions 1 and 2, respectively, 
both of which were indicative of excellent inter-rater 
agreement. Cronbach’s α was 0.932 for Question 1 and 
0.881 for Question 2, both of which were ‘Very Reliable’.

Analysis of correlation between manual scoring versus AES
The results of the Student’s t-test comparing the test 
score values from manual scoring and AES are shown 
in Table  2. For Question 1, the mean manual scores 
(14.85 ± 4.988) were slightly higher than those of the AES 
(14.54 ± 5.490). However, these differences were not sta-
tistically significant (p > 0.05). For Question 2, the mean 
manual scores (23.11 ± 4.241) were also higher than those 
of the AES (18.62 ± 4.044); this difference was statistically 
significant (p < 0.001).

The results of the Pearson’s correlation coefficient cal-
culations are shown in Table  4. For Question 1, there 
was a strong and significant positive correlation between 
manual scoring and AES (r = 0.829, p < 0.001). For Ques-
tion 2, there was a moderate and statistically significant 
positive correlation between the two groups (r = 0.599, 
p < 0.001).

Qualitative feedback from AES
Figures 1, 2 and 3 show three examples of essay feedback 
and scoring provided by ChatGPT. ChatGPT provided 
feedback in a concise and systematic manner. Scores 
were clearly provided for each of the criteria listed in the 
assessment rubric. This was followed by in-depth feed-
back on the points within the criterion that the student 

had discussed and failed to mention. ChatGPT was able 
to differentiate between a student who briefly mentioned 
a key point and a student who provided better elabora-
tion on the same point by allocating them two or three 
marks, respectively.

One limitation of ChatGPT that was identified during 
the scoring process was its inability to identify content 
that was not relevant to the essay or that was factually 
incorrect. This was despite the assessment rubric speci-
fying that incorrect statements should be given 0 marks 
for that criterion. For example, a student who included 
points about incision and drainage also incorrectly stated 
that bone scraping to induce bleeding and packing of 
local hemostatic agents should be performed. Although 
these statements were factually incorrect, ChatGPT was 
unable to identify this and still awarded student marks 
for the point. Manual assessors were able to spot this and 
subsequently penalized the student for the mistake.

Discussion
Since its recent rise in popularity, many people have been 
eager to tap into the potential of large language models, 
such as ChatGPT. In their review, Khan et al. discussed 
the growing role of ChatGPT in medical education, with 
promising uses for the creation of case studies and con-
tent such as quizzes and flashcards for self-directed prac-
tice [9]. As an LLM, the ability of ChatGPT to thoroughly 
evaluate sentence structure and clarity may allow it to 
confront the task of automated essay marking.

Advantages of ChatGPT in AES
This study found significant correlations and excel-
lent inter-rater agreement between ChatGPT and man-
ual scorers, and the mean scores between both groups 
showed strong to moderate correlations for both essay 
questions. This suggests that AES has the potential to 
provide a level of essay marking similar to that of the 
educators in our faculty. Similar positive findings were 
reflected in previous studies that compared manual and 
automated essay scoring (r = 0.532–0.766) [6]. However, 
there is still a need to further fine-tune the scoring sys-
tem such that the score provided by AES deviates as little 
as possible from human scoring. For instance, the mean 
AES score was lower than that of manual scoring by 5 
marks for Question 2. Although the difference may not 
seem large, it may potentially increase or decrease the 
final performance grade of students.

Apart from a decent level of reliability in manual 
essay scoring, there are many other benefits to using 
ChatGPT for AES. Compared to humans, the response 
time to prompts is much faster and can thus increase 
productivity and reduce the burden of a large workload 
on educational assessors [27]. In addition, ChatGPT 

Table 4  Correlation between mean essay scores by manual 
scorers and AES. A strong and moderate correlation was found 
between the two groups for Questions 1 and 2 respectively

Correlation (r)

r p

Question 1 0.829  < 0.001

Question 2 0.599  < 0.001
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Fig. 1  Example #1 of a marked essay with feedback from ChatGPT for Question 1
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Fig. 2  Example #2 of a marked essay with feedback from ChatGPT for Question 1



Page 8 of 12Quah et al. BMC Medical Education          (2024) 24:962 

Fig. 3  Example #3 of a marked essay with feedback from ChatGPT for Question 1
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can provide individualized feedback for each essay 
(Figs. 1, 2 and 3). This helps provide students with com-
ments specific to their essays, a feat that is difficult to 
achieve for a single educator teaching a large class size.

Similar to previous systems designed for AES, 
machine scoring is beneficial for removing human 
inconsistencies that can result from fatigue, mood 
swings, or bias [10]. ChatGPT is no exception. Further-
more, ChatGPT is more widely accessible than the con-
ventional AES systems. Its software runs online instead 
of requiring downloads on a computer, and its user 
interface is simple to use. With GPT-3.5 being free to 
use and GPT-4 being 20 USD per month, it is also rela-
tively inexpensive.

Marking the essay is only part of the equation, and 
the next step is to allow the students to know what went 
wrong and why. Nicol and Macfarlane described seven 
principles for good feedback. ChatGPT can fulfil most 
of these principles, namely, facilitating self-assessment, 
encouraging teacher and peer dialogue, clarifying what 
good performance is, providing opportunities to close 
the gap between current and desired performance, and 
delivering high-quality information to students [28]. In 
this study, the feedback given by ChatGPT was catego-
rized based on the rubric, and elaboration was provided 
for each criterion on the points the student mentioned 
and did not mention. By highlighting the ideal answer 
and where the student can improve, ChatGPT can clarify 
performance goals and provide opportunities to close the 
gap between the student’s current and desired perfor-
mance. This creates opportunities for selfdirected learn-
ing and the utilization of blended learning environments. 
Students can use ChatGPT to review their preparation 
on topics, self-grade their essays, and receive instant 
feedback. Furthermore, the simple and interactive nature 
of the software encourages dialogue, as it can readily 
respond to any clarification the student wants to make. 
The importance of effective feedback has been demon-
strated to be an essential component in medical educa-
tion, in terms of enhancing the knowledge of the student 
without developing negative emotions [29, 30].

These potential advantages of engaging ChatGPT for 
student assessments play well into the humanistic learn-
ing theory of medical education [31, 32]. Self-directed 
learning allows students the freedom to learn at their 
own pace, with educators simply providing a condu-
cive environment and the goals that the student should 
achieve. ChatGPT has the potential to supplement the 
role of the educator in self-directed learning, as it can 
be readily available to provide constructive and tailored 
feedback for assignments whenever the student is ready 
for it. This removes the burden that assignment deadlines 
place on students, which can allow them a greater sense 

of independence and control over their learning, and lead 
to greater self-motivation and self-fulfillment.

Potential pitfalls of ChatGPT
Potential pitfalls associated with the use of ChatGPT 
were identified. First, the ability to achieve reliable 
scores relies heavily on a well-created marking rubric 
with clearly defined terms. In this study, the correla-
tions between scorers were stronger for Question 1 
compared to Question 2, and the mean scores between 
the AES and manual scorers were also significantly dif-
ferent for Question 2, but not for Question 1. The lower 
reliability of the AES for Question 2 may be attributed to 
its broader nature, use of more complex medical terms, 
and lengthier scoring rubrics. The broad nature of the 
question left more room for individual interpretation and 
variation between humans and AES. The ability of Chat-
GPT to provide accurate answers may be reduced with 
lengthier prompts and conversations [27]. Furthermore, 
with less specific instructions or complex medical jargon, 
both automated systems and human scorers may inter-
pret rubrics differently, resulting in varied scores across 
the board [10, 33, 34]. The authors thus recommend that 
to circumvent this, the use of ChatGPT for essay scor-
ing should be restricted to questions that are less broad 
(e.g. shorter essays), or by breaking the task into multi-
ple prompts for each individual criterion to reduce varia-
tions in interpretation [27, 35]. Furthermore, the rubrics 
should contain concise and explicit instructions with 
appropriate grammar and vocabulary to avoid misinter-
pretation by both ChatGPT and human scorers, and pro-
vide a brief explanation to specify what certain medical 
terms mean (e.g. writing ‘pulse oximetry (SpO2) moni-
toring’ instead of only ‘SpO2’) for better contextualiza-
tion [35, 36].

Second, prompt engineering is a critical step in pro-
ducing the desired outcome from ChatGPT [27]. A 
prompt that is too ambiguous or lacks context can lead to 
a response that is incomplete, generic, or irrelevant, and 
a prompt that exhibits bias runs the risk of bias reinforce-
ment in the given reply [22, 34]. Phrasing the prompt 
must also be carefully checked for spelling, grammati-
cal mistakes, or inconsistencies, since ChatGPT uses the 
prompt’s phrasing literally. For example, a prompt that 
reads ‘give 3 marks if the student covers one or more 
coverage points’ will result in ChatGPT only giving the 
marks if multiple points are covered, because of the plu-
ral nature of the word ‘points’.

Third, irrelevant content may not be penalized dur-
ing the essay-marking process. Students may ‘trick’ the 
AES by producing a lengthier essay to hit more relevant 
points and increase their score. This may result in essays 
of lower quality with multiple incorrect or nonsensical 



Page 10 of 12Quah et al. BMC Medical Education          (2024) 24:962 

statements still rewarded with higher scores [10]. Our 
assessment rubric attempts to penalize the student with 
0 marks if incorrect statements on the criterion are made; 
however, none of the students were penalized. This issue 
may be resolved as ChatGPT rapidly and continuously 
gains more medical and dental knowledge. Although 
data to support the competence of AI in medical edu-
cation are sparse, the quality of the medical knowledge 
that ChatGPT already has is sufficient to achieve a pass-
ing mark at the USMLE [5, 37]. In dentistry, when used 
to disseminate information on endodontics to patients, 
ChatGPT was found to provide detailed answers with 
an overall validity of 95% [38]. Over time, LLMs such as 
ChatGPT may be able to identify when students are not 
factually correct.

Other comments
The lack of human emotion in machine scoring can be 
both an advantage and a disadvantage. AES can pro-
vide feedback that is entirely factual and less biased than 
humans, and grades are objective and final [39]. How-
ever, human empathy is an essential quality that Chat-
GPT does not possess. One principle of good feedback 
is to encourage and motivate students to provide positive 
learning experiences and build self-esteem [28]. While 
ChatGPT can provide constructive feedback, it will not 
be able to replace the compassion, empathy, or emotional 
intelligence possessed by a quality educator possesses 
[40]. In our study, ChatGPT awarded lower mean scores 
of 14.54/40 (36.4%) and 18.62/40 (46.5%) compared to 
manual scoring for both questions. Although objective, 
some may view automated scoring as harsh because it 
provided failing grades to an average student.

This study demonstrates the ability of GPT-4 to evalu-
ate essays without any specialized training or prompt-
ing. One long prompt was used to score each essay. 
Although more technical prompting methods, such as 
chain of thought, could be deployed, our single prompt 
method makes the method scalable and easier to adopt. 
As discussed earlier, ChatGPT is the most reliable when 
prompts are short and specific [34]. Hence, each prompt 
should ideally task ChatGPT to score only one or two 
criteria, rather than the entire rubric of the 10 criteria. 
However, in a class of 70, the assessors are required to 
run 700 prompts per question, which is impractical and 
unnecessary. With only one prompt, a good correlation 
was still found between the AES and manual scoring. It is 
likely that further exploration and experimentation with 
prompting techniques can improve the output.

While LLMs have the potential to revolutionize edu-
cation in healthcare, some precautions must be taken. 
Artificial Hallucination is a widely described phenom-
enon; ChatGPT may generate seemingly genuine but 

inaccurate information [41–43]. Hallucinations have 
been attributed to biases and limitations of train-
ing data as well as algorithmic limitations [2]. Simi-
larly, randomness of the generated responses has been 
observed; while it is useful for generating creative con-
tent, this may be an issue when ChatGPT is employed 
for topics requiring scientific or factual content [44]. 
Thus, LLMs are not infallible and still require human 
subject matter experts to validate the generated con-
tent. Finally, it is essential that educators play an active 
role in driving the development of dedicated training 
models to ensure consistency, continuity, and account-
ability, as overreliance on a corporate-controlled model 
may place educators at the mercy of algorithm changes.

The ethical implications of using ChatGPT in medi-
cal and dental education also need to be explored. As 
much as LLMs can provide convenience to both stu-
dents and educators, privacy and data security remain 
a concern [45]. Robust university privacy policies and 
informed consent procedures should be in place for the 
protection of student data prior to the use of ChatGPT 
as part of student assessment. Furthermore, if LLMs 
like ChatGPT were to be used for grading examina-
tions in the future, issues revolving around fairness and 
transparency of the grading process need to be resolved 
[46]. GPT-4 may have provided harsh scores in this 
study, possibly due to some shortfall in understanding 
certain phrases the students have written; models used 
in assessments will thus require sufficient training in 
the field of healthcare to properly acquire the relevant 
medical knowledge and hence understand and grade 
essays fairly.

As AI continues to develop, ChatGPT may eventu-
ally replace human assessors in essay scoring for dental 
undergraduate examinations. However, given its current 
limitations and dependence on a well-formed assessment 
rubric, relying solely on ChatGPT for exam grading may 
be inappropriate when the scores can affect the student’s 
overall module scores, career success, and mental health 
[47]. While this study primarily demonstrates the use of 
ChatGPT to grade essays, it also points to great poten-
tial in using it as an interactive learning tool. A good 
start for its use is essay assignments on pre-set topics, 
where students can direct their learning on their own 
and receive objective feedback on essay structure and 
content that does not count towards their final scores. 
Students can use rubrics to practice and gain effective 
feedback from LLMs in an engaging and stress-free envi-
ronment. This reduces the burden on educators by easing 
the time-consuming task of grading essay assignments 
and allows students the flexibility to complete and grade 
their assignments whenever they are ready. Furthermore, 
assignments repeated with new class cohorts can enable 
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more robust feedback from ChatGPT through machine 
learning.

Study limitations
The limitations of this study lie in part of its methodol-
ogy. The study recruited 69 dental undergraduate stu-
dents; while this is above the minimum calculated sample 
size of 59, a larger sample size would help to increase the 
generalizability of the study findings to larger populations 
of students and a wide scope of topics. The unique field of 
OMS also requires knowledge of both medical and den-
tal subjects, and hence the results obtained from the use 
of ChatGPT for essay marking in other medical or dental 
specialties may differ slightly.

The use of rubrics for manual scoring could also be a 
potential source of bias. While the rubrics provide a 
framework for objective assessment, they cannot elimi-
nate the subjectiveness of manual scoring. Variations 
in the interpretation of the students’ answers, leniency 
errors (whereby one scorer marks more leniently than 
another) or rater drift (fatigue from assessing many 
essays may affect leniency of marking and judgment) may 
still occur. To minimize bias resulting from these errors, 
multiple assessors were recruited for the manual scoring 
process and the average scores were used for comparison 
with AES.

Conclusion
This study investigated the reliability of ChatGPT in essay 
scoring for OMS examinations, and found positive cor-
relations between ChatGPT and manual essay scoring. 
However, ChatGPT tended towards stricter scoring and 
was not capable of penalizing irrelevant or incorrect con-
tent. In its present state, GPT-4 should not be used as a 
standalone tool for teaching or assessment in the field of 
medical and dental education but can serve as an adjunct 
to aid students in self-assessment. The importance of 
proper rubric design to achieve optimal reliability when 
employing ChatGPT in student assessment cannot be 
overemphasized.
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