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Abstract
Objective To investigate the level of understanding and trust of medical students towards ChatGPT-like large 
language models, as well as their utilization and attitudes towards these models.

Methods Data collection was concentrated from December 2023 to mid-January 2024, utilizing a self-designed 
questionnaire to assess the use of large language models among undergraduate medical students at Anhui Medical 
University. The normality of the data was confirmed with Shapiro-Wilk tests. We used Chi-square tests for comparisons 
of categorical variables, Mann-Whitney U tests for comparisons of ordinal variables and non-normal continuous 
variables between two groups, Kruskall-Wallis H tests for comparisons of ordinal variables between multiple groups, 
and Bonferroni tests for post hoc comparisons.

Results A total of 1774 questionnaires were distributed and 1718 valid questionnaires were collected, with an 
effective rate of 96.84%. Among these students, 34.5% had heard and used large language models. There were 
statistically significant differences in the understanding of large language models between genders (p < 0.001), grade 
levels (junior-level students and senior-level students) (p = 0.03), and major (p < 0.001). Male, junior-level students, and 
public health management had a higher level of understanding of these models. Genders and majors had statistically 
significant effects on the degree of trust in large language models (p = 0.004; p = 0.02). Male and nursing students 
exhibited a higher degree of trust in large language models. As for usage, Male and junior-level students showed a 
significantly higher proportion of using these models for assisted learning (p < 0.001). Neutral sentiments were held by 
over two-thirds of the students (66.7%) regarding large language models, with only 51(3.0%) expressing pessimism. 
There were significant gender-based disparities in attitudes towards large language models, and male exhibited 
a more optimistic attitude towards these models (p < 0.001). Notably, among students with different levels of 
knowledge and trust in large language models, statistically significant differences were observed in their perceptions 
of the shortcomings and benefits of these models.

Conclusion Our study identified gender, grade levels, and major as influential factors in students’ understanding and 
utilization of large language models. This also suggested the feasibility of integrating large language models with 
traditional medical education to further enhance teaching effectiveness in the future.
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Introduction
With the continuous advancement of educational tech-
nology, traditional teaching methods are being integrated 
with modern information technology. Large language 
models, as advanced natural language processing tools, 
have attracted the attention of educators and researchers 
for their potential applications in teaching and learning 
[1]. ChatGPT (Chat Generative Pre-trained Transformer) 
is an artificial intelligence chatbot program developed by 
OpenAI in November 2022 [2]. ChatGPT quickly gained 
global attention after its introduction, leading AI to a 
breakthrough in technology [3]. Within just 2 months, 
ChatGPT amassed over 100  million active users world-
wide, becoming one of the fastest-growing consumer 
applications in history [3, 4]. Meanwhile, in China, vari-
ous types of ChatGPT-like large-scale language models 
are also emerging, being applied across multiple indus-
tries, prompting widespread social attention to their 
development.

Medicine is a constantly evolving discipline, and 
healthcare professionals and medical students must 
strive to keep up with advancements in the field of medi-
cine. Medical students typically encounter vast amounts 
of knowledge and information, ranging from anatomy to 
pathology and clinical practice, encompassing a wide and 
complex array of subjects. Traditionally, medical students 
acquire knowledge and experience through textbooks, 
classroom lectures, and clinical practice. However, with 
the spread of the internet and smartphones, medical stu-
dents have also begun to utilize large language models 
similar to ChatGPT to obtain information and answer 
questions [5, 6]. Previous studies suggest that ChatGPT 
may increase students’ interest in learning [3]. However, 
researchers are concerned that students may rely too 
heavily on large language models as their primary source 
of information [7, 8].

Since ChatGPT-like models can provide informa-
tion rather than in-depth knowledge, their responses 
to general questions may offer factual knowledge that 
sometimes lacks practical relevance to specific clinical 
scenarios [3]. Given that artificial intelligence chatbots 
like ChatGPT can interactively access factual knowledge 
on smartphones, medical students may incorporate such 
services into their daily routines. However, educators in 
medical schools are concerned that responses generated 
by ChatGPT-like models have not undergone extensive 
validation and reliability testing, which could potentially 
impact the learning quality of students who rely on them 
[9, 10].

The emergence of ChatGPT-like large language mod-
els has significantly influenced teaching practices and 

students’ learning experiences. Whether to ban its usage 
or determine its future application in education poses 
opportunities and challenges. In this era of educational 
digital transformation, it is crucial to proactively address 
the impact of large language models like ChatGPT. 
Exploring how such tools can drive educational innova-
tion is key to effectively shaping education’s future. Fur-
thermore, comprehending, explaining, and predicting the 
interplay between large language models such as Chat-
GPT and the evolution of medical education from vari-
ous educational perspectives is essential. Educators must 
respond and adapt to these changes accordingly.

Research into large language models is expanding rap-
idly. Previous studies primarily aimed to validate their 
capabilities [11–13]. For instance, ChatGPT demon-
strated proficiency in passing the United States Medi-
cal Licensing Examination [14], while the Med-PaLM 2 
model approached the expertise level of human clinical 
professionals [15]. However, comprehensive surveys on 
student applications of large language models remain 
scarce. In South Korea, a study highlighted students’ 
keen interest in integrating ChatGPT into classrooms 
but did not deeply explore their perceptions or trust in 
the model [16]. Similarly, another study surveyed health-
care professionals’ views on ChatGPT enhancing medi-
cal knowledge training, revealing that most participants 
were enthusiastic about ChatGPT-assisted training, 
but the study was limited by a small sample size [17]. 
Alkhaaldi SMI et al. surveyed medical students’ percep-
tions of ChatGPT and artificial intelligence, but the study 
only focused on graduating students, failing to fully cap-
ture the perspectives across different academic years [18]. 
Li et al. demonstrated that large language models could 
enhance the academic writing proficiency of non-native 
English students in China, with most students showing a 
positive attitude toward these models [19]. However, few 
studies have comprehensively explored the current appli-
cation status of large language models among medical 
students in China.

Therefore, this study systematically investigates the 
current application status of large language models 
among 1,718 medical students of different academic 
years from five different majors in China. We evaluated 
their degree of understanding and trust in these models, 
their usage, and their perspectives on the benefits and 
drawbacks. Additionally, we analyzed differences based 
on gender, major, and academic year, aiming to provide 
new insights into integrating large language models with 
medical education.

Keywords ChatGPT, Artificial intelligence, Large language models, Medical education
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Purpose and research question
As a newly emerging practical tool, the awareness of 
large language models among the population is low, and 
there is a lack of effective practical research to evaluate 
its prospect and utility in medical education. Thus, our 
research examines the level of understanding and trust of 
medical students towards ChatGPT-like large language 
models, as well as their utilization and attitudes towards 
these models, from the perspectives of medical students. 
It also assesses the feasibility of using such models among 
medical students.

Although undergraduate students already use the Chat-
GPT-like models, there remains a lack of extensive sys-
tematic surveys of these models among medical students. 
The findings of this study illuminate the present utiliza-
tion of large language models among undergraduate 
students, offering educators propositions on integrating 
these models into traditional medical education. These 
insights provide perspectives for curriculum reform, fos-
tering new ideas and approaches in medical education.

Method
Subjects and procedure
A cross-sectional survey of undergraduate medical stu-
dents at Anhui Medical University was conducted using 
convenient sampling, and survey data collection concen-
trated from late December 2023 to mid-January 2024. All 
undergraduates in the second semester of the 2023–2024 
academic year who were willing to participate in the 
study were included. Those who were graduate students 
and declined to participate were excluded from the study. 
A total of 1774 students from five majors participated 
in this survey, among whom 56 filled out only partial or 
solely the personal information section of the question-
naire, so excluding them from the analysis. Ultimately, 
1718 undergraduate medical students were included in 
this study, consisting of 898 females and 820 males.

Data collection and questionnaire design
The data collection was completed in January 2024. A 
self-designed questionnaire was used to assess the appli-
cation of ChatGPT-like large language models among 
undergraduate medical students in this study. The ques-
tionnaires were anonymously completed in the class-
room. The questionnaire was developed by referencing 
previous literature and consisted of two main parts: 
the first part included demographic information about 
the students such as gender, age, major, year of study; 
the second part included questions about the degree of 
understanding and trust, usage and attitudes of medi-
cal students towards large language models. The inves-
tigators provided a brief description of the purpose 
and significance of the survey prior to distributing the 

questionnaire. The final version of the questionnaire 
included 12 items (Appendix 1).

Statistical analysis
We verified the normality of the data using the Shap-
iro-Wilk test. Demographic characteristics for medical 
students were characterized using median and interquar-
tile range (IQR) for non-normal continuous variables, 
and frequencies (percentage) for categorical variables. 
We used Chi-square tests for comparisons of categori-
cal variables between multiple groups. Mann-Whitney 
U tests were applied for comparisons of ordinal vari-
ables and non-normal continuous variables between two 
groups, while Kruskall-Wallis H tests were used for com-
parisons of ordinal variables between multiple groups. 
Post hoc comparisons were conducted using Bonferroni 
tests. All statistical analyses were performed with IBM 
SPSS Statistics, version 23 (IBM, Armonk, New York, 
USA). A level of statistical p < 0.05 was set for all the tests 
and considered to be statistically significant.

Results
Population characteristics
A total of 1718 undergraduate students participated 
in this study, ranging from 1st to 5th year of study. The 
median (IQR) of age was 20.0 (19.0–21.0), with 898 
(52.3%) female students. The numbers of students in the 
majors of preventive medicine, clinical medicine, public 
health management, nursing, and basic medicine were 
301 (17.5%), 1228 (71.5%), 73 (4.2%), 75 (4.4%), and 41 
(2.4%), respectively. Among all students, 1125 (65.5%) 
students reported that they did not utilize the large lan-
guage models for assisted learning. Compared to females, 
males were more likely to use these models for assisted 
learning (Table 1).

Degree of understanding and trust in large language 
models
Among 1718 undergraduate medical students, 824 
(48.0%) had heard but never used the large language 
models, and 593 (34.5%) had heard and used them 
(Fig.  1). The Mann-Whitney U test indicated that there 
were statistically significant differences in the under-
standing of large language models between genders 
(p < 0.001) (Table S1), and grade levels (junior-level stu-
dents and senior-level students) (p = 0.03) (Table S1), 
Male and junior-level students had a higher level of 
understanding of large language models. Additionally, 
compared to other majors (preventive medicine, clini-
cal medicine, public health management, nursing, and 
basic medicine), public health management has a higher 
level of understanding of these models, as evidenced by a 
Kruskal-Wallis H test (Table S1).
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In terms of the degree of trust in the information pro-
vided by large language models, 1326 students (77.2%) 
demonstrated a relatively high level of trust, with only 
134 (7.8%) expressing strong trust (Fig.  1). Male and 
nursing students exhibited a higher degree of trust in 

large language models (Table S1), but different grade lev-
els did not differ (p = 0.31) (Table S1).

Usage of large language models
Of the 1718 undergraduate medical students, 651 
reported using the large language models for assisted 
learning (Table S2). Males and junior-level students 
showed a significantly higher proportion of using these 
models for assisted learning (p < 0.001) (Table S2). Bon-
ferroni-corrected comparisons among majors indicated 
that nursing students, compared to those in preventive 
medicine, used large language models more frequently 
for assisted learning (Table S2).

Attitudes towards large language models
More than half of the undergraduate students (66.7%) 
were neutral about the large language models and only 
51 (3.0%) were pessimistic (Fig. S1). A significant gen-
der-based disparity was observed in attitude towards 
large language models (p < 0.001) (Table 2). Male exhibit 
a more optimistic attitude towards these models. How-
ever, no statistically significant variances were found in 
attitudes towards large language models across grade lev-
els (Table  2). There were differences between gender in 
their perceptions of the pros and cons of using large lan-
guage models, Men were more likely to believe that the 
use of these models had more benefits than drawbacks 
(Table 2). Specifically, gender played a role in the percep-
tion of shortcomings associated with the large language 
models. Compared to female medical students, more 
male recognized the drawbacks of large language mod-
els, including offering ineffective assistance, resulting in 
a lack of interpretability, fabricating content haphazardly, 

Table 1 Demographic data for undergraduate medical students 
according to the usage of large language models (n = 1718)
Variables Overall,

N = 17181
Used large language 
models

p-val-
ue2

Yes, N = 593 No, 
N = 1125

Age, Median (IQR) 20.0 
(19.0–21.0)

20.0 
(19.0–21.0)

20.0 
(19.0–21.0)

0.07

Gender, n(%) < 0.001
Female 898 (52.3) 222 (37.4) 676 (60.1)
Male 820 (47.7) 371 (62.6) 449 (39.9)
Year of study 
(level), n (%)

< 0.001

1st 31 (1.8) 6 (1.0) 25 (2.2)
2nd 541 (31.5) 220 (37.1) 321 (28.5)
3rd 831 (48.4) 284 (47.9) 547 (48.6)
4th 215 (12.5) 46 (7.8) 169 (15.0)
5th 100 (5.8) 37 (6.2) 63 (5.6)
Major (%) 0.01
Preventive 
medicine

301 (17.5) 114 (13.9) 187 (20.8)

Clinical medicine 1228 (71.5) 630 (76.8) 598 (66.6)
Public health 
management

73 (4.2) 29 (3.5) 44 (4.9)

Nursing 75 (4.4) 27 (3.3) 48 (5.3)
Basic medicine 41 (2.4) 20 (2.4) 21 (2.3)
1 IQR, interquartile range; Data were presented as n (%) and median (IQR)
2 Mann-Whitney U test; Chi-squared test

Fig. 1 Degree of understanding and trust in large language models. A. Degree of understanding in large language models; B. Degree of trust in the 
information provided by large language models
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limited intelligence and understanding of things, superfi-
cial content with a strong sense of patchiness, and unable 
to grasp core issues within context (Table  3). Similarly, 
there were significant differences in perceptions of the 
shortcomings of the large language models among stu-
dents with different degree of knowledge and trust in the 
large language models (Table 3).

Furthermore, it is notable that statistically significant 
disparities emerged among students with varying levels 
of knowledge and trust in large language models regard-
ing their perceptions of the benefits of such models. 
These advantages include their versatility across diverse 
scenarios and exhibiting robust scalability, robust linguis-
tic abilities, assisting in addressing everyday challenges, 
enhancing learning and work efficiency while alleviat-
ing burdens, and delivering superior intelligent services. 
Specifically, after applying Bonferroni corrections, there 
existed statistically significant differences in the percep-
tions regarding the advantages and shortcomings of large 
language models between students who never heard 
them and those who heard and used such models. Stu-
dents who had used them were more capable of recog-
nizing the advantages of large language models (Table 4). 
Similarly, students with high levels of trust were more 
likely to recognize the benefits of the models than those 
who did not trust these models (Table 4).

Discussion
The findings of this study shed light on the perceptions 
and usage of large language models among medical stu-
dents. A significant proportion of students had heard 
but never used these models. Furthermore, gender, grade 
levels, and major all influenced students’ understanding 
and utilization of large language models. In terms of trust 
in the information provided by large language models, a 
majority of students expressed relatively high trust lev-
els, with gender and major exerting significant effects on 
the degree of trust. As for usage, a notable proportion 
of students reported utilizing large language models for 
assisted learning, with differences observed across gen-
der, grade levels, and major. Notably, preventive medicine 
students exhibited higher usage compared to nursing 
students. Attitudes towards large language models were 
generally neutral, with a minority expressing pessimism. 
Gender-based disparities were evident in attitudes, par-
ticularly in perceptions of the pros and cons of using 
these models for learning. Specifically, the shortcomings 
of larger language models such as ineffective assistance 
and limited interpretability were more likely recognized 
by male students. Additionally, students’ perceptions of 
the benefits and shortcomings of large language models 
varied significantly based on their degree of knowledge 
and trust. Those who had never heard of these models 
differed in their perceptions compared to those who had 
heard and used them, highlighting the influence of per-
sonal experience on attitudes.

In this study, we found that gender, grade levels, and 
major affect medical students’ perceptions, usage, trust 
levels, and attitudes of the large language models. These 
differences may be due to personal experiences, educa-
tional backgrounds, and behavioral preferences. Spe-
cifically, a study of medical students showed that female 
students have higher critical thinking disposition than 
male students, including truth-seeking, open-minded-
ness, and maturity of judgment [20]. This could lead to 
female students being more cautious when using large 
language models, potentially contributing to the differ-
ences in perceptions, usage, and attitudes of female and 
male towards large language models. As for grade lev-
els, a study showed that younger individuals exhibited 
greater readiness to adopt AI technologies [2]. This is 
consistent with our study, where junior-level students 
showed a higher proportion of using large language 
models for assisted learning, along with a higher level of 
understanding and trust in these models. Senior students 
may have more learning experiences, leading to a deeper 
understanding of these models which makes them adopt 
a more cautious attitude towards large language models. 
In terms of majors, students from different majors may 
have diverse needs and application scenarios for large 
language models. For instance, clinical medicine students 

Table 2 Perceptions and attitudes of undergraduate medical 
students towards the pros and cons of using large language 
models

Gender Grade levels2

Male Female Junior-
level 
students

Senior-
level 
students

Attitude towards large language models1

Pessimistic 29 22 26 25
Neutral 501 645 380 766
Optimistic 290 231 166 355
Mean Rank 898.11 824.25 839.20 869.64
Z -3.75 -1.50
p-value < 0.001 0.14
The pros and cons of using large language models1

Cons outweigh pros 46 57 37 66
Equal pros and cons 409 535 308 636
Pros outweigh cons 365 306 227 444
Mean Rank 905.57 817.43 862.10 858.20
Z -4.18 -0.20
p-value < 0.001 0.86
1 Mann-Whitney U test
2 Junior-level students: first-year and second-year students; Senior-level 
students: third-year, fourth-year and fifth-year students
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might prefer using models for clinical decision support 
[1, 21]. A recent study also indicated that healthcare 
workers expressed significant interest in utilizing Chat-
GPT for medical research, but their interest was less pro-
nounced for patient care purposes [22]. This is consistent 
with our viewpoint that students from different majors 
may have varying intentions in using large language mod-
els, resulting in differences in their understanding, trust, 
and usage of such models.

Recently, there has been growing interest in utilizing 
large language models in medicine to enrich basic medi-
cal knowledge, facilitate clinical learning, and promote 

innovation [1, 23–29]. Based on the current study, using 
large language models in medical education is reason-
able. First, these models can enrich students’ medical 
knowledge and enhance their research capabilities. Fur-
thermore, the majority of medical students held optimis-
tic or neutral views and had confidence in the results of 
the large language models. Lastly, since large language 
models primarily communicate through text, they seam-
lessly integrate with traditional learning formats. Some 
research aligns with our viewpoint. Lee has suggested 
that ChatGPT possesses the capacity to heighten student 
involvement and enrich student learning experiences 

Table 3 Perceptions of medical students towards the shortcomings of large language models
Gender1 Understanding of large language models2 Degree of trust in the informa-

tion provided by large language 
models2

Male Female Never heard Heard but 
never used

Heard and 
used

Low trust Moderate 
trust

High 
trust

Offering ineffective assistance
Agree 320 (39.0) 261 (29.1) 94 256 231 132 414 35
Disagree 500 (61.0) 637 (70.9) 207 568 362 126 912 99
χ2 18.90 10.68 42.22
p-value < 0.001 < 0.001 < 0.001
Lacking the ability to reason through complex issues
Agree 462 (56.3) 472 (52.6) 125 454 355 169 720 45
Disagree 358 (43.7) 426 (47.4) 176 370 238 89 606 89
χ2 2.47 27.40 36.23
p-value 0.12 < 0.001 < 0.001
Results lack interpretability
Agree 426 (52.0) 420 (46.8) 117 426 303 167 633 46
Disagree 394 (48.0) 478 (53.2) 184 398 290 91 693 88
χ2 4.60 15.76 37.88
p-value 0.03 < 0.001 < 0.001
Fabricating content haphazardly
Agree 285 (34.8) 224 (24.9) 78 227 204 122 353 34
Disagree 535 (65.2) 674 (75.1) 223 597 389 136 973 100
χ2 19.79 10.18 45.50
p-value < 0.001 0.006 < 0.001
Limited intelligence and understanding of things
Agree 484 (59.0) 456 (50.8) 112 447 381 166 719 55
Disagree 336 (41.0) 442 (49.2) 189 377 212 92 607 79
χ2 11.76 59.06 19.88
P-value < 0.001 < 0.001 < 0.001
Superficial content with a strong sense of patchiness
Agree 477 (58.2) 459 (51.1) 113 450 373 172 720 44
Disagree 343 (41.8) 439 (48.9) 188 374 220 86 606 90
χ2 8.61 51.79 40.78
P-value 0.003 < 0.001 < 0.001
Unable to grasp core issues within context
Agree 525 (64.0) 507 (56.5) 131 517 383 178 797 56
Disagree 296 (36.1) 391 (43.5) 170 307 210 80 529 78
χ2 9.90 41.84 27.21
P-value 0.002 < 0.001 < 0.001
1 Chi-Squared test
2 Kruskal-Wallis H test
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[30]. In addition, Kung et al. have demonstrated that 
ChatGPT can effectively process intricate medical and 
clinical information with a high level of accuracy [14]. 
This further provides evidence for the rationality of 
integrating large language models into medical educa-
tion. Nevertheless, it’s important to consider factors 
such as gender, grade levels, and major when utilizing 
large language models for medical education. Tailored 
teaching strategies should be implemented for various 
demographic groups to enhance teaching effectiveness. 
Meanwhile, although the large language models have 
robust learning and processing capabilities, the infor-
mation they offer may not always be entirely accurate. 
Therefore, medical education should still be rooted in 
classroom instruction and practical training, rather than 
solely relying on the large language models.

When using large language models for medical edu-
cation, it’s crucial to tailor their implementation based 
on the diverse perceptions, usage patterns, trust levels, 
and attitudes observed among medical students. This 
customization should consider factors such as gender, 

grade level, and major, which influence how students per-
ceive and utilize these tools. First, recognize and address 
potential gender differences in how students interact 
with and trust large language models. Provide support 
for fostering critical thinking and ensuring inclusiv-
ity in educational content. Encourage students to criti-
cally evaluate the reliability, bias, and potential impact of 
these technologies on patient care and medical practice. 
Second, tailor the use of large language models to align 
with the educational goals of different medical majors. 
For clinical medicine students, emphasize applications 
in clinical decision support, while for research-focused 
majors, highlight applications in medical research and 
data analysis. Third, regularly assess student perceptions, 
understanding, and satisfaction with the use of large lan-
guage models. Incorporate feedback to refine educational 
strategies and improve the integration of these tools 
into the curriculum. By adopting these strategies, medi-
cal education can effectively capitalize on the benefits of 
large language models while addressing the unique needs 
and perspectives of diverse student populations.

Table 4 Perceptions of medical students towards the benefits of large language models
Gender1 Understanding of large language models2 Degree of trust in the informa-

tion provided by large language 
models2

Male Female Never heard Heard but 
never used

Heard and 
used

Low trust Moderate 
trust

High 
trust

Versatile across diverse scenarios and exhibiting robust scalability
Agree 746 (91.0) 829 (92.3) 240 769 566 189 1257 129
Disagree 74 (9.0) 69 (7.7) 61 55 27 69 69 5
χ2 1.01 70.20 135.34
p-value 0.32 < 0.001 < 0.001
Robust linguistic abilities
Agree 740 (90.2) 814 (90.6) 246 762 546 195 1228 131
Disagree 80 (9.8) 84 (9.4) 55 62 47 63 98 3
χ2 0.08 32.25 81.51
p-value 0.77 < 0.001 < 0.001
Assisting in addressing everyday challenges
Agree 695 (84.8) 778 (86.6) 230 711 532 170 1176 127
Disagree 125 (15.2) 120 (13.3) 71 113 61 88 150 7
χ2 1.24 29.28 101.50
p-value 0.27 < 0.001 < 0.001
Enhance learning and work efficiency while alleviating burdens
Agree 743 (90.6) 812 (90.4) 243 745 567 182 1243 130
Disagree 77 (9.4) 86 (9.6) 58 79 26 76 83 4
χ2 0.02 51.50 142.50
p-value 0.90 < 0.001 < 0.001
Delivering superior intelligent services
Agree 741 (90.4) 834 (92.9) 246 768 561 189 1258 128
Disagree 79 (9.6) 64 (7.1) 55 56 32 69 68 6
χ2 3.53 48.22 135.07
p-value 0.06 < 0.001 < 0.001
1 Chi-Squared test
2 Kruskal-Wallis H test
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This study demonstrates several strengths. First, it 
encompassed 1,718 diverse medical students from vari-
ous majors, including preventive medicine, clinical 
medicine, nursing, public health management, and basic 
medicine, thereby enhancing the applicability of its find-
ings to the broader medical student population. Second, 
it contributes to the limited research by systematically 
and comprehensively exploring the relationship between 
various factors and the usage of large language models, 
offering new insights into their integration with medical 
education.

Several limitations in this study warrant attention. 
First, individual information, such as academic perfor-
mance, urban/rural background, and family income, were 
not included, potentially impacting medical students’ 
perceptions and acceptance of large language models. 
Second, this study employed a cross-sectional design to 
investigate the use of the large language models by medi-
cal students. A new medical education model incorporat-
ing the large language models should be further explored 
through longitudinal studies and intervention trials.

Conclusions
This study provides insights into the perceptions and 
usage of large language models among undergraduate 
medical students. Gender, grade levels, and major were 
found to influence students’ understanding and utiliza-
tion of these models. Combining large language models 
with traditional medical education to enhance teaching 
effectiveness seems feasible.
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