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Abstract 

Context Objective Structured Clinical Examinations (OSCEs) are an increasingly popular evaluation modality for med-
ical students. While the face-to-face interaction allows for more in-depth assessment, it may cause standardization 
problems. Methods to quantify, limit or adjust for examiner effects are needed.

Methods Data originated from 3 OSCEs undergone by 900-student classes of  5th- and  6th-year medical students 
at  Université Paris Cité in the 2022-2023 academic year. Sessions had five stations each, and one of the three ses-
sions was scored by consensus by two raters (rather than one). We report OSCEs’ longitudinal consistency for one 
of the classes and staff-related and student variability by session. We also propose a statistical method to adjust 
for inter-rater variability by deriving a statistical random student effect that accounts for staff-related and station 
random effects.

Results From the four sessions, a total of 16,910 station scores were collected from 2615 student sessions, with two 
of the sessions undergone by the same students, and 36, 36, 35 and 20 distinct staff teams in each station for each 
session. Scores had staff-related heterogeneity (p<10-15), with staff-level standard errors approximately doubled 
compared to chance. With mixed models, staff-related heterogeneity explained respectively 11.4%, 11.6%, and 4.7% 
of station score variance (95% confidence intervals, 9.5-13.8, 9.7-14.1, and 3.9-5.8, respectively) with 1, 1 and 2 raters, 
suggesting a moderating effect of consensus grading. Student random effects explained a small proportion of vari-
ance, respectively 8.8%, 11.3%, and 9.6% (8.0-9.7, 10.3-12.4, and 8.7-10.5), and this low amount of signal resulted in stu-
dent rankings being no more consistent over time with this metric, rather than with average scores (p=0.45).

Conclusion Staff variability impacts OSCE scores as much as student variability, and the former can be reduced 
with dual assessment or adjusted for with mixed models. Both are small compared to unmeasured sources of variabil-
ity, making them difficult to capture consistently.
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Introduction
Since their introduction in the 1970s, Objective Struc-
tured Clinical Examinations (OSCEs) have become a 
widely employed tool for measuring the clinical compe-
tence of healthcare students. Indeed, this tool aims to 
embody the qualities of an ideal assessment approach, 
emphasizing the enhancement of validity, reliability, 
objectivity, and practicality [1]. It is extensively used in 
evaluating the practical skills of undergraduate health 
students as part of summative assessments. However, 
OSCEs’ ability to discern a general underlying trainee 
skill or talent level, as understood in generalizability (G) 
theory, has been questioned by work measuring vari-
ance attributable to students and finding values as low as 
<5% [2]. Various forms of rater bias exist, including the 
halo effect, the rater’s mood, familiarity with candidates, 
rater’s experience, or even gender [3–5], and in contrast 
with the low contribution of a student-attributable vari-
ance, some studies have found that as much as 16% to 
34% of score variance may be due to examiners [6, 7].

Furthermore, in 2013, Yeates et  al. introduced three 
concepts to elucidate the origins of rater variability [8]. 
These concepts were labelled as follows: differential sali-
ence, i.e., when the importance attached to a given aspect 
differs from one rater to another; criterion uncertainty, 
i.e., varying and uncertain rater’s notions of compe-
tence; and information integration, i.e., raters typically 
form global impressions using their unique descrip-
tive language instead of discrete numeric scores. OSCE 
inter-rater low reliability is resistant to standard improve-
ments, e.g., in rater training [9]. In theory, multiplying 
OSCE stations can allow a broad sampling, thus a satis-
factory measurement of average skill mastery, leading to 
an increased number of stations, with recommendations 
in the 10-20 range [10]. However, OSCEs are expensive 
and time-consuming, which limits the feasible number of 
stations; for example, in 2012, in the UK, an estimate of 
the cost for a 15-station OSCE was 23.67 GBP per student 
and per station and 335 GBP total per student [11], which 
at the time was close to 4 and 57 times the 6.19 GBP min-
imum hourly salary for adults in the UK [12]. In addition 
to practical difficulties, adding stations to a single session 
to better measure skill mastery may not necessarily help 
better predict future performances (and predicting future 
performance is an essential way in which grades are used 
in practice, e.g., to allocate professional positions). In this 
context, better designs and/or analysis methods would be 
helpful to assess the underlying level of students, assum-
ing that such a concept can be operationalized, as educa-
tional and early career institutions mostly do.

Another potential weakness in the literature about 
OSCEs is the longitudinal variation of scores over time. 
OSCEs have been found to correlate weakly with other 

measures of student performance, which has been inter-
preted to mean that OSCEs measure something different 
from other student examinations [13]. However, although 
significant, the low correlation could also be interpreted 
as OSCEs being a noisy measure, not capturing anything 
other than motivation and familiarity with the station 
subjects on a specific day, in addition to a small general 
talent for OSCEs.

Moving towards a practical measurement of such a 
relatively stable "student’s performance" (akin to general 
intelligence in psychometrics, but in the limited context 
of medical OSCEs) would require methods to disentangle 
many sources of variability, such as station wording, sta-
tion topic, student’ emotional state, student preferences, 
and inter-rater variability. Inter- teacher variability, in 
particular, has often been accused of reducing the OSCEs 
validity and can worry students.

Therefore, in large-scale OSCEs performed in a differ-
ent cohort of students in the medical school of Université 
Paris Cité, we aimed (1) to improve OSCE validity with 
the implementation of a two-rater system during the ses-
sion and (2) to better assess the staff-related effect when 
analyzing the results with a refinement of a previously 
described mixed statistical model [14].

Methods
Study design and populations
We conducted a retrospective analysis based on 
anonymized students’ scores from Université Paris 
Cité Medical School. The sessions whose data is analyzed 
are described in Table 1. The medical school of Université 
Paris Cité conducted on-site OSCEs as mandatory exam-
inations for the the class we refer to as C19 (class of 2019, 
by year of confirmed admission into the medical curricu-
lum) in Feb 2023 (session OSCE-C19-1) and June 2023 
(session OSCE-C19-2). A different class (of 2018, C18) 
also took a mandatory exam in February 2023 (OSCE-
C18). A third class (of 2020, C21) also took a mandatory 
exam in December 2023 (OSCE-C21).

Teachers from the  Université Paris Cité medical school, 
heterogeneous with respect to OSCE experience, admin-
istered the exam and were involved as raters or stand-
ardized participants. For all three sessions, teachers 
administered the same station throughout the event but 
could swap roles freely between rater and standardized 
participant. The team assigned to a station is referred 
to as "station staff" since standardized participants and 
raters were always linked at each station throughout the 
day, forming a single unit of statistical analysis.

The study was carried out anonymously as part of 
routine quality monitoring under the purview of data-
processing agreements required from all students and 
teachers. Our institutional IRB, the “Comité d’Evaluation 
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de l’Ethique des projets de Recherche Biomédicale Paris 
Nord” (IRB00006477), waived the need for ethical review.

OSCE tracks
In each session, each student participated in all five 
OSCEs stations. Expert teachers from the Université 
Paris Cité OSCE group carefully prepared the scripts for 
these stations. Two other teachers evaluated each script 
and tested it with volunteer residents.

Each station lasted 8 minutes, with 1 minute to switch 
between 2 stations, except for OSCE-C19-2, where a 
2-minute pause was scheduled to reach a consensus 
between the two raters. For logistic reasons, OSCEs were 
organized in tracks. Students were divided into groups of 
5, and these groups of 5 underwent the same five stations 
approximately every hour at different locations in the 
same building (referred to as tracks), rotating every 10 
minutes. Thus, the 5 stations from the same track shared 
students with each other, but not with the other tracks, 
throughout the day. This increased the effect of staff-
related variability on overall scores ; if a track happened 
to draw particularly lenient (or severe) raters and helpful 
(or unhelpful) standardized participants in its 5 stations, 
no compensation of this stroke of (bad) luck by other sta-
tions’s staff could be expected for the students affected to 
this track.

Two groups of students had extra time due to disabili-
ties (+3 min) and did their sessions at the end of the day.

OSCE station scripts
In OSCE-C19-1, the five scripts covered the following 
topics: etiologic diagnosis of an asthenia secondary to an 
oedematous-ascitic decompensation; etiologic diagnosis 

of a chest pain secondary to ischemic cardiopathy; etio-
logic diagnosis and management of a child with atopic 
dermatitis; management of the discovery of a pulmonary 
nodule; hand disinfection and suturing (technical OSCE).

In OSCE-C19-2, the scripts covered the following top-
ics: management of a wrist fracture; management of the 
discovery of a high-level trisomy 21 screening; interview 
of a patient with a suspected major depressive episode; 
call to an intensive care physician to refer a patient for 
septic shock; management of a high level of prostate-
specific antigen with simulated digital rectal examination 
(technical OSCE).

In OSCE-C21, the scripts covered the following topics 
: hip fracture; electrocardiogram in the context of chest 
pain; anemia for subacute fatigue; asthma in primary 
care; fecaloma with simulated digital rectal examination 
(technical OSCE).

In OSCE-C18, the scripts covered the following top-
ics: etiologic diagnosis of erythema with infectious ori-
gin; management of paracetamol overdose; request for a 
contrast CT scan for suspicion of pulmonary embolism; 
evaluation of child psychomotor development; etiologic 
diagnosis of anal bleeding with simulated digital rectal 
examination (technical OSCE).

OSCE grading system
Raters observed the OSCE station and then completed 
the evaluation grid online through a dedicated software. 
For OSCE-C19-2, the two raters filled out a single form 
after agreeing on grading ; for OSCE-C21, they each filled 
a separate form and their average was used. For OSCE-
C19-1 and OSCE-C18, the single rater filled the form. In 

Table 1 Description of the OSCE sessions

Session name OSCE-C19-1 OSCE-C19-2 OSCE-C18 OSCE-C21

Date Dec 2022 Jun 2023 Feb 2023 Dec 2023

Class (year of admission) C19 (2019) C19 (2019) C18 (2018) C21 (2021)

Curricular year 5th 5th 6th 4th

Mandatory Yes Yes Yes Yes

Number of expected students 896 888 869 767

Number of scored students 881 871 863 747

Number of stations per student 5 5 5 5

Number of station staff teams 180 180 175 105

Number of tracks 36 36 35 20

Students per complete track 25 25 25 40

Number of staff per station, of which 1 or 2 2 or 3 1 or 2 2 or 3

• Standardized participant 0 or 1 0 or 1 0 or 1 0 or 1

• Rater(s) 1 2 1 2

Staff role swapping allowed Yes Yes Yes Yes

2-rater consensus or average grading NA Consensus NA Average
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all sessions, standardized participants were not involved 
in student grading.

The scoring system was binary (Fulfilled/Not fulfilled) 
for 9 to 12 scenario-specific items. In addition, raters 
evaluated 2 to 5 general skills (such as "ability to listen" 
or "ability to communicate with the patient") that were 
relevant to each script. The 2 to 5 general skills were 
chosen among 11 possibilities and graded on a 5-point 
Likert scale. The score for each general skill could take 
the values {0,0.25,0.5,0.75,1} and was added to the score 
from the scenario-specific items. The total score, with a 
minimum of 0 and a maximum from 12 to 15, depending 
on the number of evaluated items and skills, was linearly 
normalized to the [0-20] range.

Objectives
The primary objective was to measure grading vari-
ability due to evaluation teams (teacher pairs or triplets) 
referred to as staff variability.

The secondary objective was to assess student effects 
(i.e., differences in skill) and the ability of the OSCE sys-
tem to reveal it.

Statistical analysis
Separate descriptive analyses were performed for each 
station in each OSCE session. We report scores, overall 
and by station, for students. We also report them for staff 
teams as an average of all given scores (most staff teams 
evaluated 5 groups of 5 students, with some rounding 
discrepancies).

We used linear mixed models with the station score as 
a dependent variable to account for variability in student 
skill, staff behavior, and station script difficulty. Random 
student, random staff , and random station effects were 
used as predictors. This allowed the computation of a 
student effect capturing each student’s skill, a staff effect 
capturing each staff team’s severity (including both stand-
ardized patient helpfulness and rater level of expecta-
tion), and a script effect capturing each station’s difficulty.

We then estimated intraclass correlation coefficients 
(ICCs, also called variance partition coefficients) for stu-
dents, staff, and stations. The ICCs for each class repre-
sent the score variance due to the class, expressed as a 
proportion of the total variance (student + staff + script 
+ residual). They are further referred to as the "explained 
variance" of each factor.

A low explained variance for students means that there 
is no stable "student skill" relevant to all stations; a low 
explained variance for staff teams means that there are 
few conduct or grading differences between them, and a 
low explained variance for scripts means that all scripts 
have similar difficulty.

Confidence intervals for explained variances were 
obtained by approximating the ratio of explained to 
unexplained variance as a ratio of independent vari-
ances, for which a confidence interval formula is read-
ily available. The latter uses quantiles 0.025 and 0.975 of 
an F distribution (which describes a ratio of means of 
summed squares) with degrees of freedom correspond-
ing to the factor of interest (students or raters or sta-
tions or residual degrees of freedom) in the numerator 
and the remaining degrees of freedom in the denomina-
tor. These quantiles are multiplied by the observed ratio 
of variances to obtain a confidence interval [15]. Then, 
the values for the estimate and the confidence interval 
were converted from a ratio R (explained/unexplained) 
to a fraction F with the total variance in the denomina-
tor (explained/total) using F = 1/(1+1/R).

The analysis was repeated after transforming scores 
so that each station had the same standard error. For 
this, the standardized distance of each student’s score 
to the mean was computed for each station and then 
retransformed into a standardized score by multiply-
ing it by the average standard deviation across sta-
tions, keeping the mean constant. In other words, this 
is equivalent to scaling the data using the pre-existing 
mean and the average standard deviation. This sensitiv-
ity analysis echoed fairness concerns so that some sta-
tions did not have a more significant impact than others 
on the estimation of student effects.

The student random effects were not used directly as 
scores but instead formed the basis for rankings. Shifts 
in ranks were computed between the score-based and 
random-effects-based ranks, the latter considering staff 
variability.

All models’ variance estimates were obtained based 
on the restricted maximum likelihood (REML) with the 
lme4 package of R 4.1.2 software. The analysis was lim-
ited to available data without imputation.

Results
Available data
In OSCE-C19-1, a total of 4480 scores were expected 
(one score for each of the five stations for each of the 
896 students), 75 were missing for 15 absent students; 
in OSCE-C19-2, 4440 scores were expected (888 stu-
dents), and 85 were missing for 17 absent students. 
864 students underwent both OSCE-C19-1 and OSCE-
C19-2 and were available for longitudinal evaluation. In 
OSCE-C18, 4345 scores were expected (869 students), 
and 30 were missing for 6 absent students. In OSCE-
C21, 3835 scores were expected (767 students) and 100 
were missing for 20 absent students.
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Evidence for rater variability
The distribution of scores received by each student at 
each station and their average by student are given in 
Table  2. The average score given by each rater team is 
shown in Table  3. A staff effect is visible; for example, 
for station 1 in OSCE-C19-1, the standard deviation 
at the student level is 3.9. Given that almost all evalua-
tion teams evaluated 25 students, if picked randomly, the 
expected standard deviation for these 25-student aver-
ages is 3.9/√25 = 0.78. However, the observed value is 1.8 
(p<10-15 by omnibus ANOVA over staff teams). Similar 
increased deviations are observed across most stations, 
indicating that the standardized patient’s behavior and/or 
rater’s stringency may differ across staff teams.

Possible scores range from 0 (worst) to 20 (best). OSCE 
session names are as in Table 1.

For OSCE-C19-1, OSCE-C19-2 and OSCE-C18, all but 
3 staff teams per session evaluated 25 students ; the oth-
ers between 20 and 24. The figure for each staff team is 

therefore mostly a 25-student average, and there are 36 
such figures, whose distribution is presented. Students 
were not distributed at random from one station to the 
next : circuits linked together 5 staff teams (one per sta-
tion), making it meaningful to present the global average 
per circuit. For OSCE-C21, the 2/3-person staff teams 
evaluated 40 students each, except for when there were 
missing students, and one track (5 stations, 5 evaluation 
teams) had 20 students. The figures are therefore mostly 
40-student averages.

The effect is conserved at the overall score effect, 
where, e.g., the expected standard deviation for these 
25-student averages for OSCE-C19-1 is 1.9/√25 = 0.38. 
In contrast, the observed value is 0.8 (p<10-15 by ANOVA 
over circuits, each linking 5 staff teams). This suggests 
that averaging over five evaluation teams could not 
entirely compensate for staff variability. The effect was 
still present but seemed smaller, for the two-rater session 
OSCE-C19-2, with an observed standard deviation of 0.6 

Table 2 Distribution of student scores overall and by station for the 2022-2023 academic year OSCEs at Université Paris Cité medical 
school

Scores by student N Median (Interquartile) [Min-Max] Mean +-SD (SEM)

OSCE-C19-1
 Overall (average) N=881 11.7 (10.4 - 13.1) [5.7 - 17.2] 11.7 +-1.9 (0.6)

  Station 1 N=881 9.6 (6.9 - 12.7) [0.0 - 20.0] 9.7 +-3.9 (1.3)

  Station 2 N=881 14 (11.7 - 16.3) [5.3 - 20.0] 13.9 +-3.0 (0.8)

  Station 3 N=881 8.8 (6.2 - 11.7) [0.0 - 20.0] 9.1 +-4.0 (1.3)

  Station 4 N=881 13.0 (11 - 14.7) [3.0 - 20.0] 12.9 +-2.8 (0.8)

  Station 5 N=881 13.7 (10.3 - 16) [0.0 - 20.0] 12.9 +-3.8 (1.1)

OSCE-C19-2
 Overall (average) N=871 10.9 (9.7 - 12.3) [4.8 - 17.5] 11.0 +-2.0 (0.6)

  Station 1 N=871 5.7 (3.3 - 8.7) [0.0 - 17.0] 6.1 +-3.4 (1.4)

  Station 2 N=871 8.6 (5.4 - 11.8) [0.0 - 20.0] 8.8 +-4.5 (1.5)

  Station 3 N=871 15.0 (13.2 - 16.8) [0.0 - 20.0] 15.0 +-2.6 (0.7)

  Station 4 N=871 12.1 (9.6 - 14.3) [0.0 - 18.6] 11.6 +-3.4 (1.0)

  Station 5 N=871 13.7 (11.3 - 15.7) [4.3 - 20.0] 13.6 +-3.1 (0.9)

OSCE-C18
 Overall (average) N=863 13.1 (12.0 - 14.1) [7.1 - 17.1] 13.1 +-1.6 (0.4)

  Station 1 N=863 11.3 (9.3 - 13.7) [2.7 - 19.0] 11.4 +-2.9 (0.9)

  Station 2 N=863 14.3 (12.7 - 16.3) [5.3 - 20.0] 14.2 +-2.8 (0.8)

  Station 3 N=863 15.4 (13.5 - 16.9) [5 - 20.0] 15.0 +-2.6 (0.7)

  Station 4 N=863 12.3 (10.3 - 14.3) [2.7 - 20.0] 12.2 +-3.0 (0.9)

  Station 5 N=863 12.7 (10.7 - 14.7) [4 - 20.0] 12.6 +-2.7 (0.8)

OSCE-C21
 Overall (average) N=747 10.7 (9.4 - 12.0) [0.0 - 16.2] 10.7 +-1.9 (0.6)

  Station 1 N=747 11.5 (9.3 - 13.2) [0.0 - 19.8] 11.3 +-3.1 (0.9)

  Station 2 N=747 6.7 (5.0 - 9.5) [0.0 - 15.8] 7.4 +-3.3 (1.2)

  Station 3 N=747 10.8 (8.3 - 13.7) [0.0 - 20.0] 10.7 +-3.9 (1.2)

  Station 4 N=747 11.5 (9.5 - 13.7) [0.0 - 19.0] 11.5 +-3.1 (0.9)

  Station 5 N=747 12.7 (10.2 - 14.8) [0.0 - 19.8] 12.5 +-3.2 (0.9)
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whereas approximately 2.0/√25=0.4 was expected (p<10-4 
by ANOVA). Mixed models were used to disentangle sta-
tion effects and compare this variability across sessions 
(using the fraction of staff-explained variance).

Adjustment for rater variability
We applied mixed models with random student, staff, 
and station effects to correct for staff variability, with 
or without equalizing station variance (and, therefore, 
contribution to score and ranking). The overall effect is 
apparent in Fig.  1, drawn separately for the C19 cohort 
and the C18 and C21 cohorts. The random-effect model 
shrinks student evaluations towards a common mean, 
apparently implicitly attributing part of students’ extreme 
performances to staff effects and/or chance (Fig. 1). Mod-
erate rank changes are apparent when using random 
effects to evaluate students. Much more scrambling of 

ranks is apparent when following the C19 class across the 
OSCE-C19-1 and OSCE-C19-2 sessions.

Each line represents one student, and color grading is 
based on score-based ranking (for class C19, the color 
remains based on OSCE-C19-1 to show the extent of sta-
bility across sessions). Therefore, if all methods give the 
same ranking, the gradient should remain unchanged ; 
the same is true if both C19 sessions give the same rank-
ing. Abbreviations : ASC Average SCore, REU Random 
Effects with Unequal station contribution, REE Random 
Effects with Equal station contribution. Sessions are 
named as in Table 1.

Using these models, we estimated the proportion of 
variance explained by students, staff, and scripts. Results 
are shown in Fig. 2 for OSCE-C19-1, Supplementary Fig-
ure S1  for OSCE- C19-2, Supplementary Figure S2  for 
OSCE- C18, and Supplementary Figure S3  for OSCE-
C21, in each case for models with or without variance 

Table 3 Distribution of mean scores given by each rater team for the 2022-2023 academic year OSCEs at Université Paris Cité medical school

Mean score given by each 
staff team

N Median (of 
means)

(Interquartile) [Min-Max] Mean (of 
means)

+-SD (SEM)

OSCE-C19-1
 Mean of each circuit N=36 11.6 (11.2 - 12.1) [10.2 - 13.4] 11.7 +-0.8 (0.2)

  Station 1 N=36 9.5 (8.3 - 11) [6.3 - 14.1] 9.7 +-1.8 (0.6)

  Station 2 N=36 13.8 (13.4 - 14.6) [11.6 - 15.9] 13.9 +-1.0 (0.3)

  Station 3 N=36 9.1 (7.8 - 10.3) [5.6 - 15] 9.1 +-1.9 (0.6)

  Station 4 N=36 12.8 (12.2 - 13.6) [10.5 - 15.3] 12.9 +-1.1 (0.3)

  Station 5 N=36 13.1 (12.3 - 14) [7.9 - 15.8] 12.9 +-1.7 (0.5)

OSCE-C19-2
 Mean of each circuit N=36 11.1 (10.7 - 11.4) [9.8 - 12.3] 11.0 +-0.6 (0.2)

  Station 1 N=36 6.0 (5.0 - 6.8) [3.2 - 9.8] 6.1 +-1.5 (0.6)

  Station 2 N=36 8.8 (8.0 - 9.7) [5.5 - 12] 8.8 +-1.4 (0.5)

  Station 3 N=36 14.7 (14.4 - 15.6) [14.0 - 17.1] 15.0 +-0.8 (0.2)

  Station 4 N=36 11.6 (10.7 - 12.5) [9.5 - 14] 11.6 +-1.1 (0.3)

  Station 5 N=36 13.8 (12.9 - 14.4) [11.1 - 15.3] 13.6 +-1.0 (0.3)

OSCE-C18
 Mean of each circuit N=35 13.1 (12.7 - 13.5) [11.9 - 13.9] 13.1 +-0.5 (0.1)

  Station 1 N=35 11.4 (10.8 - 11.9) [8.7 - 14.2] 11.4 +-1.1 (0.3)

  Station 2 N=35 14.2 (13.5 - 15) [11.4 - 16.6] 14.2 +-1.2 (0.3)

  Station 3 N=35 14.8 (14.3 - 15.7) [12.2 - 17.8] 15.0 +-1.3 (0.3)

  Station 4 N=35 12.0 (11.4 - 12.9) [10.0 - 14.4] 12.2 +-1.1 (0.3)

  Station 5 N=35 12.5 (11.9 - 13.1) [10.4 - 16] 12.6 +-1.1 (0.3)

OSCE-C21
 Mean of each circuit N=20 10.8 (10.3 - 11.0) [9.8 - 11.3] 10.7 +-0.5 (0.1)

  Station 1 N=20 11.2 (10.8 - 11.7) [9.3 - 13.1] 11.3 +-1.0 (0.3)

  Station 2 N=20 7.2 (6.9 - 7.6) [5.1 - 10.1] 7.4 +-1.1 (0.4)

  Station 3 N=20 10.8 (9.7 - 11.9) [8.8 - 12.5] 10.8 +-1.2 (0.4)

  Station 4 N=20 11.5 (11.0 - 11.9) [10.0 - 13.4] 11.5 +-0.9 (0.3)

  Station 5 N=20 12.5 (12.0 - 12.8) [10.9 - 15.9] 12.6 +-1.1 (0.3)
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equalization across stations to avoid differential impact 
of the stations on the final score. With equalized station 
contributions, staff variability explained 11.4% of score 
variance (95% confidence interval, 9.5 to 13.8) in OSCE-
C19-1 (Fig. 2D, "Staff" bar), then a much lower 4.6% (3.8 
to 5.8) in OSCE-C19-2 involving two raters (Supplemen-
tary Figure S1D, "Staff bar"), 11.6% (9.7 to 14.1) in OSCE-
C18 (Supplementary Figure S2D, "Staff bar"), and again a 
lower 5.0% (3.9 to 6.6) in OSCE-C21 involving two raters 

(Supplementary Figure S3D, "Staff bar"), showing the 
moderating effect of the presence of two raters for OSCE- 
C19-2 and OSCE-C21. Student variability explained 8.8% 
(8.0 to 9.7) of score variance in OSCE-C19-1, 9.6% (8.7 to 
10.5) in OSCE-C19-2, 11.3% (10.3 to 12.4) in OSCE-C18 
and 12.5% (11.3 to 13.8) in OSCE-C21 (Fig. 2 and Supple-
mentary Figures S1 to S3, "Student" bars on panel D for 
each one). Script effects explained a large amount of vari-
ance, which is unsurprising as scripts were more or less 

Fig. 1 Score average versus student random effects

Fig. 2 Using linear mixed-effect models to grade OSCE-C19-1 students, versus score averages



Page 8 of 11Haviari et al. BMC Medical Education          (2024) 24:817 

challenging, however this did not affect rankings since all 
students took all five stations. The residual variance was 
also high, indicating that many other unmeasured factors 
influence scores.

When using score averages versus student random 
effects to rank students, significant shifts in rankings are 
seen, more pronounced in the middle of the distribution 
(Fig. 2), indicating that the rankings of those students are 
more vulnerable to staff variability. In OSCE-C19-1, the 
average absolute student shifts in rankings upon rater 
adjustment with mixed models were 62 ranks (out of 881) 
for the variance-equalized models and 59 for the non-
equalized. In OSCE- C19-2, the figures were lower, 39 
and 30 (out of 871), respectively (p <  10-15 for both com-
parisons with OSCE-C19-1 by the Wilcoxon signed rank 
paired test). This is as expected since staff-related vari-
ability was lower in OSCE-C19-2 (so removing a smaller 
variability had less effect on rankings). In OSCE-C18, the 
average absolute rank shifts were 50 (out of 863) with 
or without station variance equalization. In OSCE-C21, 
they were 36 and 37 (out of 747) respectively.

(A,B,C) Model built from standard station scores (A) 
Score variance attributable to each factor (student, staff, 
script, and residual unexplained variance), with 95% con-
fidence intervals (B) Score average-based versus model-
based rankings of students (C) Individual student ranking 
changes (out of 881 students) when using model-based 
instead of score-average-based rankings. (D,E,F) Model 
with variance-normalized station scores, so that each sta-
tion contributes equally to student effects, panels are oth-
erwise the same as (A,B,C).

Since the same class took the OSCE-C19-1 and 
OSCE-C19-2 exams six months apart, we evaluated 
whether ranking changes among students between the 
two sessions were smaller when ranking was based on 

random-effect intercepts rather than average scores, 
possibly better measuring intrinsic student skill. Fig-
ure 3 shows that ranking changes, which are compara-
ble in magnitude between score averages and random 
effects, are more pronounced in the middle of the dis-
tribution rather than the tails and are much larger than 
those obtained when correcting for staff variability (as 
already suggested in Fig. 1). Absolute rank changes had 
a median of 179 ranks with score averages (interquar-
tile 84-312, out of 864). With random-effects-based 
ranks, shifts were 176 (77-318) with unequal station 
variances (p = 0.22 versus ranks from average scores) 
and 176 (79-311) (p = 0.45) with equalized ones.

The same class C19 took OSCE-C19-1 and OSCE-
C19-2, and their within-class rankings changed from 
one session to the other; these ranking changes are 
different depending on whether rankings are based 
on mixed models or on score averages. (A) Changes 
in rank from OSCE-C19-1 to OSCE-C19-2 using 
score averages (x-axis) or model-based random effects 
(y-axis). Colors, as shown in the gradient square, indi-
cate the average rank across the two sessions. The green 
channel is for the model-based ranking and the blue 
channel for the score-average-based ranking. Bright 
cyan thus indicates high-performing students, black 
low-performing ones, green hue for better-performing 
students with the model, blue hue for better-perform-
ing students with score averages. The equalized station 
contribution is used. The identity line is also shown ; a 
different slope for the point cloud would indicate bet-
ter stability of one or the other ranking metric across 
sessions. (B) Distribution of rank changes with score 
averages, much larger than those of Fig. 2 and Supple-
mentary Figures S1, S2 and S3 for within-session shifts 
upon correction. Colors are arbitrary.

Fig. 3 Stability of model-based versus score-average-based rankings
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Discussion
Our study confirms that dual assessment is an interesting 
strategy to reduce staff variability for OSCEs, and effec-
tively allows to create a more reliable evaluation system. 
This practice contributes to greater fairness, ensuring 
that students are assessed based on their actual abilities 
rather than the idiosyncrasies of a small group of staff 
involved as standardized patients or raters. These results 
are in accordance with previously reported observations 
showing that better reliability was associated with a more 
significant number of stations and a higher number of 
raters per station [16]. On the other hand, they contrast 
with other studies that have assumed that between-rater 
differences are negligible [2] ; here, we show that staff 
effects can shift average scores by as much as students’ 
effects themselves (around 11% explained variance for 
both, with the figure halved by having two raters). Our 
figure remains lower than what has been reported else-
where [6, 7]. We suspect this might be due mostly to 
(i) being a single-institution, single-day setting with 
a homogenous examiner population and (ii) having a 
detailed scoring grid, with case-specific items that need 
to be verbalized by the student and leave less room for 
interpretation (but which may come at the expense of 
real-world relevance). The low student-attributable vari-
ance is in contrast with what has been observed in the 
multiple mini-interview evaluation format, where candi-
date ability has been found to explain about 20% of score 
variance, versus 13% for rater stringency/leniency [17]. 
Qualitatively, after our OSCE sessions, students reported 
fairness concerns, and their direct experiences were in 
line with our quantitative analysis. Given that OSCEs are 
expected to be used for competitive examination rank-
ings in the future in Université Paris Cité, methods to 
correct staff heterogeneity were of interest.

While using two raters is simple (although resource-
consuming), computing a rater effect is more chal-
lenging. To achieve this, we turned to the use of mixed 
models. Intuitively, mixed models are statistical models 
that simultaneously estimate large numbers of individual 
effects, avoiding inaccuracies of multiple estimations 
with comparatively scarce data by sharing information 
between similar quantities of interest (e.g., all "student 
effects" follow a common distribution, and ever more 
significant deviation from its mean are considered ever 
less unlikely, " staff effects" as well, and so on) [18]. This 
approach worked well, and showed a high degree of staff 
variability. In addition to individual training, given that 
staff was assigned to a single script each session, staff-
script interactions are included in staff effects. They may 
merit consideration as a source of staff variability: despite 
standardized grids, some staff may be more or less quali-
fied to evaluate some aspects of a given station. This 

constraint is inherent to OSCEs, as it is generally impos-
sible (and perhaps not desirable) to staff them with pro-
fessionals from the same specialty or background.

While we show that the mixed effect modeling of 
OSCEs is relatively straightforward, the student effect 
it computes does not seem more stable than an average 
score from one session to the next. Ideally, one should 
compare these two measures of student proficiency 
(average score versus random effect) to some gold stand-
ard for the concept of student skill, for example longitu-
dinal follow-up of early careers, rather than their stability.

Another source of variability we measured is the sta-
tion script, which explains a more significant fraction of 
total variance than students and staff. Although not prob-
lematic in itself, this emphasizes the need for consistency 
in assessment practices, and suggests it is not valid to 
compare students who take different exam sessions with 
each other, unless some normalization is applied. Con-
sidering differences in how stations are written, distinc-
tions between procedural and non-procedural stations, 
presence or not of standardized patients, or "thinking out 
loud" station type, these factors can significantly affect 
student performance and the reliability of assessments. 
Thus, educators and institutions must strive for a uni-
form approach when designing station assessments to 
maintain equity in evaluating students.

Finally, in our study, uncharacterized residuals were 
the predominant source of variability. The student-script 
interaction component of these residuals can be inter-
preted as students entering medical schools with varying 
levels of competence and interest across different sub-
jects, reflecting the multifaceted nature of the curriculum 
as well as differences in students’ abilities and motives. 
The staff-student interaction component also merits 
consideration; qualitative studies would help to define 
communication styles and how they can be appropriate 
or inappropriate depending on different interlocutors, as 
these can affect how an OSCE unfolds [19–21].

In addition to double grading, which halved staff-attrib-
utable variance, our work points to possible strategies for 
quality control and improvement of OSCEs, mainly to 
improve their ability to assess station-independent stu-
dent skills. To that end, techniques derived from psycho-
metrics, using factor loading, could be used to analyze 
how stations themselves are written and enrich scripts 
and evaluation grids with items that better capture the 
consistent skills of students rather than variable effects, 
e.g., course subjects recently reviewed. A simple version 
of this would be to find questions that best correlate with 
the modelled random student effect, overall score, or 
subsequent performance and qualitatively find how they 
differ from others. Changing the test structure by making 
it open-book (i.e., with internet connection allowed and 
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monitored) could also help eliminate sources of variabil-
ity (i.e., ability for retrieval of rote memorization under 
pressure) and better capture real-world performance 
[20].

In conclusion, while healthcare students’ assessment 
using OSCEs is widespread, it is essential to acknowl-
edge the complexity of its reliability. We have therefore 
explored several factors that influence the fairness of 
OSCE, shedding light in particular on how dual assess-
ment reduces staff variability issues.
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