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Abstract 

Background  Dropout and poor academic performance are persistent problems in medical schools in emerging 
economies. Identifying at-risk students early and knowing the factors that contribute to their success would be useful 
for designing educational interventions. Educational Data Mining (EDM) methods can identify students at risk of poor 
academic progress and dropping out. The main goal of this study was to use machine learning models, Artificial 
Neural Networks (ANN) and Naïve Bayes (NB), to identify first year medical students that succeed academically, using 
sociodemographic data and academic history.

Methods  Data from seven cohorts (2011 to 2017) of admitted medical students to the National Autonomous Uni‑
versity of Mexico (UNAM) Faculty of Medicine in Mexico City were analysed. Data from 7,976 students (2011 to 2017 
cohorts) of the program were included. Information from admission diagnostic exam results, academic history, soci‑
odemographic characteristics and family environment was used. The main dataset included 48 variables. The study 
followed the general knowledge discovery process: pre-processing, data analysis, and validation. Artificial Neural 
Networks (ANN) and Naïve Bayes (NB) models were used for data mining analysis.

Results  ANNs models had slightly better performance in accuracy, sensitivity, and specificity. Both models had better 
sensitivity when classifying regular students and better specificity when classifying irregular students. Of the 25 vari‑
ables with highest predictive value in the Naïve Bayes model, percentage of correct answers in the diagnostic exam 
was the best variable.

Conclusions  Both ANN and Naïve Bayes methods can be useful for predicting medical students’ academic achieve‑
ment in an undergraduate program, based on information of their prior knowledge and socio-demographic factors. 
Although ANN offered slightly superior results, Naïve Bayes made it possible to obtain an in-depth analysis of how the 
different variables influenced the model. The use of educational data mining techniques and machine learning clas‑
sification techniques have potential in medical education.
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Background
Dropout and poor academic performance are two persis-
tent problems in medical schools in emerging economies. 
Recent studies have found that these issues have a higher 
prevalence during the first academic year and have an 
important correlation with a student’s likelihood to grad-
uate [1–3]. An analysis of medical students’ trajectories 
with data from 25 cohorts (1985 to 2010) at the National 
Autonomous University of Mexico (UNAM) Faculty of 
Medicine confirmed similar trends: 54% of the students 
successfully completed all the first year required courses, 
and only 41% graduated at the end of the established six-
year period in the curriculum [4].

Universities have a deep interest in analysing student 
data to learn more about how they can increase reten-
tion, decrease dropout rates and enhance students’ aca-
demic performance. Pertinent data include academic 
background, sociodemographic and economic profiles, 
students’ academic history, grades, among others [5, 6]. 
Research carried out in Mexican universities and around 
the world have found that academic progress of medical 
students is strongly correlated with their prior academic 
success [6–13]. Other important factors include socio-
economic status, English proficiency and age; this last 
factor has been found to be indirectly correlated with 
students’ academic success [14–17].

Identifying as early as possible students that are at-risk 
for delay or interruption of their academic trajectory, 
and knowing the factors that contribute to their success 
would be useful for designing interventions to promote 
academic achievement throughout the program. Imple-
menting data-informed actions could increase the num-
ber of students that successfully finish the first academic 
year, and reduce the social, institutional, emotional and 
personal costs that are associated with dropout [18]. The 
possibilities and advantages of identifying in a timely 
manner students at risk of dropout have motivated edu-
cational institutions and researchers to assess different 
tools and methodologies that could make this possible 
[19, 20].

Educational data mining (EDM)
Educational Data Mining (EDM) methods can help in the 
early detection of students at risk of poor academic pro-
gress and dropping out, can enhance the personalization 
of learning, and are key for visualizing academic data in 
a variety of ways. Recently, Pawar & Jain [21] reported in 
a systematic review that techniques of data mining and 
artificial intelligence (IA) are effective to predict student 
performance.

EDM research studies have explored the performance 
of different statistical and machine learning models 
for prediction tasks, such as artificial neural networks, 

decision trees, logistic regression, Naïve Bayes, Bayesian 
networks, vector support machines, extreme learning 
machines, k-nearest neighbor, k-means clumping algo-
rithm, J48, zeroR, random trees [22–31]. The most accu-
rate predictions have been achieved with vector support 
machine models, k-nearest neighbor, artificial neural net-
works, Naïve Bayes and random forest.

Despite the advances in this area, studies conducted 
with EDM in medical education are scarce. In other 
countries, research has focused on using data collected 
from Learning Management Systems (LMS) or digital 
resources, to identify patterns of online behaviour and 
predict performance [32, 33]. In computer science and 
engineering, several studies about prediction of students’ 
performance with EDM have been carried out [34, 35].

The main goal of this study was to measure the perfor-
mance of two machine learning models, Artificial Neural 
Networks (ANN) and Naïve Bayes (NB), to classify first 
year medical students according to their attributes into 
regular (when the student completes the credits required 
by the program in each cycle and is promoted to the next 
curricular year) or irregular students, using sociodemo-
graphic data and academic history. An additional goal 
was to identify the most important factors in the models.

Methods
This study followed the general knowledge discovery pro-
cess: pre-processing, data analysis, and validation. The 
following sections detail the process for each phase.

Preprocessing
Data sources
The undergraduate medical program at the National 
Autonomous University of Mexico Faculty of Medicine 
has a large student population, 10,104 students in 2022 
[36]. When students apply for admission, information 
related to their family environment, socio-economic sta-
tus and prior academic trajectory is collected through a 
questionnaire. After students are enrolled in the pro-
gram, their knowledge in eight subjects is assessed using 
a standardized multiple-choice question (MCQ) diagnos-
tic exam. During the program, data on their progress is 
recorded (grades, type of final exams -regular or resit1- 
and credits achieved). At the end of each academic year, 
students require a specific number of credits in order to 
be able to enrol in next year’s courses. Students that have 
less than the required credits have to enrol again in the 
courses they failed, and they cannot be promoted to the 

1   In Mexico, if students fail a course final exam, they have the opportunity 
to take it again (resit or makeup exam). In the database, the former is identi-
fied as the regular exam, and the latter, as the resit exam.
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next curricular year, so they lose a year and are delayed in 
their academic trajectory.

Students were categorised as either regular or irregu-
lar, based on the number of credits they obtained during 
their first academic year:

•	 Regular: students who successfully completed all the 
required courses for the first year and obtained all the 
required credits at that time (value 1).

•	 Irregular: students who fail one or more of the 
required courses for the first year, and consequently 
do not have all the required credits (value 0).

Data characteristics
This study used data from 7,976 anonymized stu-
dents from the 2011 to 2017 cohorts of the program. It 
included information from the students’ diagnostic exam 
results, academic history, sociodemographic charac-
teristics and family environment [12, 37, 38]. The main 
dataset included 48 variables (24 categorical, 8 discrete 

numerical, and 16 continuous numerical). Table  1 con-
tains all the variables in the dataset classified in differ-
ent groups: student’s demographics, family environment, 
socio-economic status, prior educational experience, 
type of admission and student progress.

Table 2 lists the groups of variables from the students’ 
performance in the admission diagnostic exam: students’ 
scores in eight high school subjects, including proficiency 
in Spanish and English. From this point forward, we will 
use the term students’ prior knowledge to refer to this 
group of variables.

The dependent variable (ACADEMIC_STATUS_1STY) 
was calculated using the percentage of credits completed 
at the end of the first year (PROGRESS).

Dataset preparation
From the initial 7,976 records, 910 (11.4%) were excluded 
from analysis because they had a significant percent-
age of missing data (they had little or no information in 
their demographics survey or they did not take the diag-
nostic exam). There was a slight difference in the class 

Table 1  Explanatory variables collected at admission to the medical school (UNAM Faculty of Medicine, Mexico City)

Group Explanatory variables

Students’ demographics Gender (SEX), age at admission (INITIAL_AGE), marital status (MARITAL_STATUS), children (CHILDREN), employment 
(STUDENT_EMPLOYMENT).

Family environment Whether the student is the first, second or third born (NUM_SIBLINGS), academic background of the father (FATHER_
STUDIES), academic background of the mother (MOTHER_STUDIES), father’s occupation (FATHER_OCCUP), mother’s 
occupation (MOTHER_OCCUP).

Socio-economic status Students’ home (HOME), number of rooms at home (ROOM_NUM), number of lightbulbs in home (NUM_FOCOS), 
number of people that live in home (LIVE), number of family members that work (NUM_WORK), persons that financially 
support the student (FIN_SUPPORT), number of financially dependent persons in the students’ family (DEPENDENT), 
monthly family income (MONTH_INCOME).

Prior educational experi-
ence

Type of primary school, public, private or both (PRIMARY), type of junior high school public, private or both (JUNIOR_
HIGH_SCHOOL), type of high school public, private or both (HIGH_SCHOOL), high school subsystem (SUBSYSTEM), high 
school shift (SHIFT), timely completion of high school (three years) (HIGHSCHOOL_THREEYEARS), remedial exams in high 
school (EX_EXAMS), high school grade average (AVERAGE_HIGHSCHOOL), student’s perception of academic success 
(SUCCESS), institutional affiliation of high school (AFFILIATION), high school campus (HS_CAMPUS).

Type of admission Type of admission (TYPE_ADMISSION).

Student progress Percentage of obtained credits at the end of the first year (PROGRESS). Students were regular or irregular at the end 
of the first year if they obtained 100% of credits or not (ACADEMIC_STATUS_1STY).

Table 2  Variables from scores in the admission diagnostic exam (UNAM Faculty of Medicine, Mexico City)

Group Explanatory variables

Prior academic achieve-
ment

Percentage of correct answers in admission diagnostic test: global score (PGLOBAL), mathematics (PMAT), chemistry 
(PCHE), physics (PPHYS), biology (PBIO), geography (PGEO), Mexican and world history (PMXHIS and PWHIS), literature 
(PLIT).

Spanish proficiency Percentage of correct answers in diagnostic test of Spanish proficiency at admission: global (PESP), reading compre‑
hension (PRC), vocabulary (PVOC), spelling (PSPE), grammar (PGR).

English proficiency Student’s English proficiency according to the Common European Framework: does not qualify, basic level A1, basic 
level A2 and intermediate level B1 (ENG_LEVEL); percentage of correct answers in diagnostic test of English proficiency 
(PENG).
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distribution, 47.8% of the students were categorised as 
irregular and 52.7% as regular. The EDM models used 
in this study had different data pre-processing require-
ments. For the Naïve Bayes model, numeric variables 
were converted to categorical in order to have a more 
balanced distribution of the number of students that 
belong to an attribute possible values. For example, a 
variable that reflected a grade would have few students 
that had a specific numeric value, compared to the num-
ber of students that would be within a range of the grade 
(e.g., 50–60%). This conversion helps in the interpreta-
tion of how different values influence the model as well as 
improve the model’s accuracy [39, 40].

For both models, the initial dataset was divided into a 
“training set” consisting of 80% randomly selected stu-
dent records, and a “test set” with the remaining 20%. 
This distribution was chosen arbitrarily trying to balance 
the models’ accuracy and to avoid overfitting.

Artificial neural networks
The categorical variables were converted to numerical 
values by applying one-hot encoding, which separates 
the categories within each variable and transforms them 
to dichotomous variables with a value of 1 if the attrib-
ute is available and 0 if it is not [41]. Missing values were 
replaced using a smooth imputation with the SimpleIm-
puter library of Scikit-learn in Python. In the case of 
numerical variables, missing values were replaced by the 
mean; in categorical variables, the mode was used since 
the percentage of missing values was less than 10% [42].

Naïve Bayes
Continuous numeric variables associated with percent-
ages were categorised in five groups using percentile val-
ues as a reference [43]. Categories for discrete numeric 
variables were redefined so that each one contained an 
even number of cases. Since missing values ​​were treated 
as a possible value for the variables, imputation tech-
niques were not used.

Data analysis
Data mining models
The ANN and the Naïve Bayes models were selected due 
to their reported high performance in classification tasks 
[39, 44]. Two classification tasks were carried out in both 
models: one to predict students’ regularity and the other 
to predict their irregularity. Even though trying to pre-
dict both scenarios might be redundant, this was done 
to explore if there would be any difference in the models 
regarding the results and the influence of the predicting 
variables.

Artificial neural networks
ANNs are a machine learning algorithm inspired by the 
physiology of neurons [27], in particular, how a neuron 
transmits an impulse based on its different connections. 
In the model, a neuron is a unit that will output a numeric 
result by computing the different weights, input values 
and an arbitrary bias through an activation function [27]. 
For this study, a Multilayer Perceptron (MLP) neural net-
work with backpropagation (BP) with two hidden layers 
was used. The models were created using Python Scikit-
learn library for data management and Google’s Tensor-
Flow using the Keras interface library for setting up and 
running the models. The ANNs were fine-tuned based on 
their accuracy, specificity and sensitivity.

A disadvantage of this model is that ANNs are consid-
ered “black boxes”, it is impossible to dissect and under-
stand exactly how the network produces a determined 
result or how each variable influences it [27]. However, 
there are some methodologies that can estimate the 
influence of each variable on the model such as the sen-
sitivity analysis. A series of datasets were prepared where 
a variable was removed from each dataset, then multiple 
ANN were trained and their accuracy obtained through 
cross validation. Afterwards, the variables were ranked 
based on how much subtracting them from the dataset 
influenced the accuracy of the model.

Naïve Bayes
NB is a probabilistic classification method adequate for 
data sets with a high number of variables. As its name 
implies, it is based on Bayes’ theorem and assumes that 
the predictive variables are not conditionally dependent. 
It estimates the post-probability of an event or condition 
given the values of the predictive variables [45].

The model was created using the R programming lan-
guage. First, the probability of belonging to a class (e.g. 
regularity) for each variable possible value was calculated. 
Second, a score was estimated for each variables’ values 
considering their likelihood of belonging to the target 
class. Third, the score for each student was obtained by 
adding the individual score of each variables’ value based 
on their data. Finally, an analysis was carried out to select 
the best score threshold for classifying a student. A ROC 
curve analysis was carried out to determine the optimal 
score threshold. Multiple models were trained with dif-
ferent thresholds (from − 9.73 to 8.48) to determine if a 
student was at-risk or not. The best value for the thresh-
old (0.43) was determined by considering the models’ 
sensitivity and false positive rate.

In contrast with ANNs, with the Naïve Bayes model it 
is possible to analyse the influence that each variable has 



Page 5 of 11Monteverde‑Suárez et al. BMC Medical Education           (2024) 24:74 	

in the model based on its predictive value [42]. In order 
to better understand the significance of each variable and 
its values, the epsilon values were calculated:

Where Ck represents the class, Xi the attribute in 
accordance with the response category and NXithe num-
ber of students with attribute Xi . Categories with epsilon 
values greater than 2 or lower than − 2 are considered 
significant for prediction [42, 43].

Validation
Both models were validated using a test dataset to assess 
how they would perform with new data. The models were 
analysed based on their accuracy, sensitivity, specificity, 
positive predictive value, and negative predictive value. 
These parameters were used because of their usefulness 
for designing interventions. They provide a better under-
standing of the models’ limitations and how they can be 
implemented in an individual or population scale.

Accuracy represents the percentage of correct classifi-
cations achieved by a model.

Specificity indicates the percentage of students that do 
not belong to the target class and were classified correctly 
by the model.

Sensitivity denotes the percentage of students that 
belong to the target group and were classified correctly by 
the model.

ǫXi =
NXi [P(Xi)− P(Ck)]

NXiP Ck)(1− P(Ck)]
1/2

accuracy =
Correctly classified

Total population

specificity =
True negatives

Total negatives

sensitivity =
Positives correctly classified

Totalpositives

The positive predictive value indicates the probability 
that a student belongs to the target group given that the 
model predicted they belong to it.

The negative predictive value is the probability that a 
student does not belong to the target group given that the 
model did not classify them as such.

Results
Models’ performance
The ANNs models had a slightly better performance in 
terms of accuracy, sensitivity, and specificity. A few dif-
ferences were observed when trying to predict regular 
students vs. irregular students between the models. The 
ANN achieved a slightly better accuracy while predict-
ing irregular students (Table  3). This could partially be 
explained by the imbalance of both classes in the dataset 
(47.8% irregular students vs. 52.7% regular students).

Factors that influence students’ academic progress
In the case of the ANNs, sensitivity analysis showed 
that none of the variables had a difference in accuracy 
greater than 0.02 when removed from the dataset. Most 
of the models achieved accuracy values between 0.72 
and 0.74, the slight variations could imply that the model 
depends on a combination of variables rather than a sin-
gle variable.

A review of the 25 variables with highest predic-
tive value in the Naïve Bayes model showed that the 
percentage of correct answers in the diagnostic exam 
(PGLOBAL) was the best variable for predicting regular 
or irregular students. Table  4 lists the top 10 variables 
based on their predictive values. Other relevant variables 
were in the following groups: (i) prior academic achieve-
ment (high school grade average, percentage of correct 

ppv =
True positives

Total positives

npv =
True negatives

Total negatives

Table 3  Results obtained from the models for both classes (regular and irregular students). N = 7,066 from 2011 to 2017 cohorts, 
UNAM Faculty of Medicine, Mexico

PPV positive predictive value, NPV negative predictive value

Target groups Model Accuracy Sensitivity Specificity PPV NPV

Irregularity Neural networks (ANN) 0.74 0.72 0.75 0.79 0.68

Naïve Bayes 0.71 0.72 0.70 0.70 0.72

Regularity Neural networks (ANN) 0.73 0.75 0.72 0.67 0.79

Naïve Bayes 0.71 0.70 0.72 0.72 0.70
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answers in the diagnostic exam in mathematics, chem-
istry, biology, English proficiency, physics, Spanish profi-
ciency, grammar, literature, world history, geography and 
spelling,); (ii) school where they previously studied (high 
school subsystem, high school campus, high school shift, 
type of primary school, type of junior high school public) 
and (iii) the parents’ academic background.

A graphic summary of the results from the Naïve Bayes 
model’s variables analysis for regularity and irregularity is 
shown in Figs. 1 and 2, respectively.

Discussion
Both models (ANN and NB) achieved an accuracy around 
70% when classifying irregular students, which is consist-
ent with the findings of published studies from different 
disciplines [21, 24–30, 32, 34, 35, 40, 45–49]. Slight dif-
ferences (not greater than 0.5) were found in sensitivity, 
accuracy, and specificity among the models, with ANNs 
performing better. ANNs achieved a considerably higher 
positive predictive value than the Naïve Bayes models; in 

contrast, the latter model reported higher negative pre-
dictive values.

The percentage of correct answers in the knowledge 
diagnostic exam was identified as the most relevant fac-
tor for predicting regularity and irregularity, this find-
ing is similar to reports from other institutions, where it 
was found that one of the most important predictors for 
academic success was the students’ results in admission 
exams and their previous academic grades [3, 19]. As Li 
and colleagues showed in the Australian setting, admis-
sion examinations that measure academic achievement 
can provide important information to be used by medical 
schools [3]. In our case, we used a standardised diagnos-
tic exam that has a long history in our institution, which 
can be a source of valuable information to identify in a 
timely manner students that have academic difficulties, 
beyond its routine use of providing the results to the 
institutional authorities.

When the variables were analysed based on their 
epsilon value, there were differences on how the most 
relevant variables for prediction were ranked when 

Table 4  Best predictive variables based on the Naïve Bayes model analysis

# Regularity Irregularity

1 PGLOBAL - Percentage of correct answers 
in diagnostic test at admission: global score - 
greater than or equal to 65%

PGLOBAL - Percentage of correct answers 
in diagnostic test at admission: global score - 
less than 43.3%

2 PMAT - Percentage of correct answers in diag‑
nostic test at admission: mathematics - greater 
than or equal to 59.4%

SUBSYSTEM - High school subsystem - B

3 PCHE - Percentage of correct answers in diag‑
nostic test at admission: chemistry - greater 
than or equal to 71.4%

PCHE - Percentage of correct answers in diagnos‑
tic test at admission: chemistry - less than 43.7%

4 PBIO - Percentage of correct answers in diag‑
nostic test at admission: biology - greater 
than or equal to 75%

PBIO - Percentage of correct answers in diagnostic 
test at admission: biology - less than 46.7%

5 PENG - Percentage of correct answers in diag‑
nostic test of English proficiency - greater 
than or equal to 90%

PENG - Percentage of correct answers in diagnos‑
tic test of English proficiency - less than 50%

6 ENG_LEVEL - Student’s English proficiency 
according to the Common European Frame‑
work -B1

ENG_LEVEL - Student’s English proficiency accord‑
ing to the Common European Framework - Does 
not classify

7 PPHYS - Percentage of correct answers 
in diagnostic test at admission: physics - greater 
than or equal to 64.3%

PMAT - Percentage of correct answers 
in diagnostic test at admission: mathematics - 
less than 32.3%

8 PESP - Percentage of correct answers in diag‑
nostic test of Spanish proficiency at admission: 
global - greater than or equal to 74.6%

PPHYS - Percentage of correct answers in diagnos‑
tic test at admission: physics - less than 37.5%

9 PGR - Percentage of correct answers in diag‑
nostic test of Spanish proficiency at admission: 
grammar - greater than or equal to 75%

PESP - Percentage of correct answers in diagnostic 
test of Spanish proficiency at admission: global - 
less than 53.3%

10 PLIT - Percentage of correct answers in diag‑
nostic test at admission: literature - greater 
than or equal to 80%

HS_CAMPUS - High school campus
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predicting regularity compared to irregularity. Mainly the 
variables related to their previous school (type and cam-
pus), as well as to the student’s scores in math, literature, 
grammar, and reading comprehension. The former group 
of variables has great relevance for predicting students’ 
irregularity, and the latter, in predicting regularity. Addi-
tionally, there were attributes that had a higher predictive 
value when predicting regularity, such as the reason for 
admission and the percentage of correct answers in the 
Spanish vocabulary section; and in the case of predicting 
irregularity, the attributes were gender, and the student’s 
family income.

The relevance of a student’s prior knowledge in chem-
istry, biology, physics, mathematics, and topics related 
to mastery of Spanish and English is corroborated as a 

predictor of the student’s success in this medical school. 
This finding is consistent with previous research [10, 
11] and stresses the importance of implementing inter-
ventions to strengthen first-year students’ knowledge in 
these areas. Even though English proficiency was also 
important, it is necessary to study its apparent relevance 
to verify whether its predictive relevance is related to the 
use of English for studying throughout the program, or 
whether it functions as a proxy of the family’s socio-eco-
nomic status, since in Mexico this factor may be associ-
ated with more opportunities to study a second language.

The study results raise the question of why high school 
type is a good predictor of irregularity, but less impact-
ful when predicting regularity. A hypothesis could be that 
the nature of the curriculum creates a disadvantage for 

Fig. 1  Epsilon results from Naïve Bayes for regularity. N = 7,066 from 2011 to 2017 cohorts, UNAM Faculty of Medicine, Mexico. The figure is divided 
in two parts: on the right are the results for regularity and on the left those for irregularity. The variables are depicted along the vertical axis, ordered 
according to their relevance based on epsilon: those with the largest epsilon values appear at the top, which reflects greater statistical significance. 
The two vertical lines represent the points where epsilon is equal to 2 and − 2, respectively. Positive epsilon values indicate the categories which 
favour belonging to the target group (right side), while the negatives ones the categories which do not (left side). The colour intensity of the dots 
represents the probability of belonging to the target group, with lighter dots representing those categories with a probability closer to 1, and darker 
ones with a probability closer to 0
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some of the students in these high school subsystems. 
Since students choose which courses to study in their 
high school last year from a variety of courses, a student 
in a type B school can graduate without taking biology, 
chemistry or advanced physics. In contrast, those in type 
A have to take the classes prescribed for the undergradu-
ate program they wish to study. Additionally, in type B, 
students only study one course in advanced mathematics 
during their last year of secondary school and they are 
not required to study English. Conversely, students in a 
type A program, have completed two classes in advanced 
mathematics as well as English.

Possible uses of the models
When designing an intervention, if the main priority is 
to identify a large volume of at-risk students, the ANN 

models would be recommended since they are more 
precise, which will result in better sensitivity and speci-
ficity. If the school administrators want to explore what 
factors might be influencing students’ performance and 
identify students that might be at-risk, the Naïve Bayes 
model would be more useful in this scenario. Lastly, if an 
intervention will focus on giving personalised support to 
students, ANNs would be recommended since they had a 
higher positive predictive value.

It is worth mentioning that interventions aided with 
machine learning algorithms may have important draw-
backs [50]. None of the models achieved a perfect accuracy, 
there will be false positives and negatives. Interventions 
that integrate data analysis in their decision process will 
have to deal with dilemmas such as: is it more important to 
make sure that irregular students receive the intervention 

Fig. 2  Epsilon results from Naïve Bayes for irregularity. N = 7,066 from 2011 to 2017 cohorts, UNAM Faculty of Medicine, Mexico. The figure 
is divided in two parts: on the right are the results for regularity and on the left those for irregularity. The variables are depicted along the vertical 
axis, ordered according to their relevance based on epsilon: those with the largest epsilon values appear at the top, which reflects their greater 
statistical significance. The two vertical lines represent the points where epsilon is equal to 2 and − 2, respectively. Positive epsilon values indicate 
the categories which favour belonging to the target group (right side), while the negatives ones the categories which do not (left side). The colour 
intensity of the dots represents the probability of belonging to the target group, with lighter dots representing those categories with a probability 
closer to 1, and darker ones with a probability closer to 0
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even though some regular students are included? Or is it 
better to optimise resources by reducing the probability 
that regular students are considered in the intervention?

Medical educators and university administrators 
should explore interventions to improve students’ 
academic progress, using currently available data 
analysis methodologies from the very beginning of 
medical school, while closely monitoring their trajec-
tories. Interventions should have a solid pedagogical 
basis, grounded in the self-regulated learning and moti-
vation literature [50, 51].

Limitations
The variables used in these models only contain infor-
mation related to the student’s academic trajectory and 
socio-economic status. Additional factors, such as the stu-
dents’ motivation and interests, their social and academic 
integration at the university, as well as teacher attributes, 
were not considered in the study. Biases related to socio-
economic factors, culture and gender should be assessed 
in future studies.

910 Students’ records were not included since they had 
a significant proportion of missing data, it is possible 
some factors that could influence the model’s prediction 
were not considered. However, among the population of 
excluded students, 48% were irregular at the end of the 
first year, a proportion similar to the overall population 
analysed.

Conclusions
This study found that both ANN and Naïve Bayes methods 
can be useful for predicting students’ academic achieve-
ment in an undergraduate program in medicine, based on 
information about their prior knowledge and socio-demo-
graphic factors. Although ANN offered slightly superior 
results, Naïve Bayes made it possible to obtain an in-depth 
analysis of how the different variables influenced the model.

By analysing the epsilon values from the Naïve Bayes 
model, students’ prior academic knowledge was identified 
as the most important prediction factor in first year medical 
students. This finding could be useful when designing pro-
grams to help students with poor academic performance or 
that have a high risk of dropping out. Such programs could 
entail courses delivered to the students after they enrol but 
before they start their academic program. This type of ini-
tiative aligns with a fundamental factor for achieving mean-
ingful learning, to have a vast body of knowledge to be able 
to connect new information with previous learning.

The use of educational data mining techniques and 
machine learning classification techniques have great 
potential in medical education, educators need to famil-
iarize themselves with the basic concepts of this area 

and begin to explore their use for educational activities, 
assessment and decision making.
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