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Abstract 

Background The NorMS-NTS tool is an assessment tool for assessing Norwegian medical students’ non-technical 
skills (NTS). The NorMS-NTS was designed to provide student feedback, training evaluations, and skill-level compari-
sons among students at different study sites. Rather than requiring extensive rater training, the tool should capably 
suit the needs of busy doctors as near-peer educators. The aim of this study was to examine the usability and prelimi-
nary assess validity of the NorMS-NTS tool when used by novice raters.

Methods This study focused on the usability of the assessment tool and its internal structure. Three raters used 
the NorMS-NTS tool to individually rate the team leader, a medical student, in 20 video-recorded multi-professional 
simulation-based team trainings. Based on these ratings, we examined the tools’ internal structure by calculating 
the intraclass correlation coefficient (ICC) (version 3.1) interrater reliability, internal consistency, and observability. After 
the rating process was completed, the raters answered a questionnaire about the tool’s usability.

Results The ICC agreement and the sum of the overall global scores for all raters were fair: ICC (3,1) = 0.53. The 
correlation coefficients for the pooled raters were in the range of 0.77–0.91. Cronbach’s alpha for elements, catego-
ries and global score were mostly above 0.90. The observability was high (95%-100%). All the raters found the tool 
easy to use, none of the elements were redundant, and the written instructions were helpful. The raters also found 
the tool easier to use once they had acclimated to it. All the raters stated that they could use the tool for both training 
and teaching.

Conclusions The observed ICC agreement was 0.08 below the suggested ICC level for formative assessment (above 
0.60). However, we know that the suggestion is based on the average ICC, which is always higher than a single-
measure ICC. There are currently no suggested levels for single-measure ICC, but other validated NTS tools have 
single-measure ICC in the same range. We consider NorMS-NTS as a usable tool for formative assessment of Norwe-
gian medical students’ non-technical skills during multi-professional team training by raters who are new to the tool. It 
is necessary to further examine validity and the consequences of the tool to fully validate it for formative assessments.
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Background
Non-technical skills (NTSs) are defined as ‘the cogni-
tive, social and personal resource skills that complement 
technical skills and contribute to safe and efficient task 
performance’ [1]. Examples of NTSs include skills in 
decision making, leadership, teamwork, situation aware-
ness, etc. [2]. Studies show that NTSs can be improved 
through training [3–6]. Medical students need to learn 
NTSs during medical school, as the high-level use of 
NTSs is important for patient safety [1, 7]. Poor NTS per-
formance has been identified as a contributing factor in 
70% of the adverse events that occur in hospitals [8].

Training NTS requires an NTS assessment tool to 
ensure that medical students successfully obtain these 
skills during medical school. NTS tools can be used to 
evaluate students’ NTS performance, give them feed-
back and evaluate the NTS training. Several tools have 
been developed for the assessment of health profession-
als’ NTSs [9–14]. The most versatile and flexible is the 
Scottish Anesthetists Non-Technical Skills rating system 
(ANTS) [9]. This has been further developed into Dan-
ish and Norwegian adaptations aimed at assessing nurse 
anesthetists [15]. Other tools are the Non-Technical 
Skills for Surgeons (NOTSS) [16], Anesthetists Non-
Technical skills for Anesthesia Practitioners (ANTS-AP) 
[17] and the Scrub Practitioners’ List of Intraoperative 
Non-Technical Skills (SPLINTS) [18]. For medical stu-
dents, the Medical Students’ Non-Technical Skills (Medi-
StuNTS) [19] was created in the United Kingdom [20]. 
There is also a tool for anesthesiology students, the Anes-
thesiology Students’ Non-Technical skills (AS-NTS) [14].

There is evidence of the need to develop customized 
tools for each profession and even for specific countries 
and cultures [21, 22]. Different countries have differ-
ences in culture, tasks and responsibilities, which likely 
require contextualizing what NTS is about and how they 
would be used. Studies have found that NTS tools devel-
oped in the United Kingdom had to be adapted for use 
in a Danish setting [22]. To avoid a risk of overlooking 
specific desired NTS for Norwegian Medical students 
if adapting an existing tool. we decided to create a new 
tool to assess Norwegian medical students’ nontechni-
cal skills (NorMS-NTS) [23]. The process of the devel-
opment of NorMS-NTS has been thoroughly described 
previously [23].

NorMS-NTS was created as a tool for assessing NTS 
in relation to student feedback, training evaluations, and 
comparing student skills levels among different study 

sites. To facilitate a broader adoption of the tool and to 
optimize the validation of data, the ease of use was a crit-
ical feature for this tool. That the tool does not require 
extensive rater training was thus of importance.

The aim of this study was to examine the usability and 
preliminary assess validity of the NorMS-NTS tool when 
used by novice raters.

We recognize that validity interpretation is not simply 
a matter of either being valid or not [24]. The issue of 
validity is measured through scores, interpretation, and 
use, not simply by the tool. Different uses of the same 
tool may lead to diverging results. In other words, valid-
ity is context dependent. When validating NTS assess-
ment tools, it is important to define and clearly specify 
the intended context. Evidence validated in one specific 
setting is often transferable to another setting, but that 
should be specifically determined according to each situ-
ation. Validation is a continuous process of collecting evi-
dence over time and in different contexts.

As the aim of this first part of the validation process was 
to examine novices’ use of the NorMS-NTS. Our focus in 
this study is the usability of the tool and its internal struc-
ture, as measured by interrater reliability, internal con-
sistency, and observability. A full validation for formative 
assessment with consequences and impact on students is 
beyond the scope of this article. We did not collect valid-
ity evidence for the use of the tool for summative assess-
ment, as it requires extended rater training. Previous 
studies from aviation show that even those who know 
human factors need 2–3 days of training and calibration 
to reach sufficient single rater inter-rater reliability [25].

Methods
The NorMS-NTS consists of four categories, 13 elements 
and an overall score (Table  1). The categories and ele-
ments are rated on a 5-point Likert scale, and the overall 
global scores are rated on a 7-point Likert scale.

Validity evidence was collected by performing as 
an observational study using three raters to assess the 
human performance evidenced in 20 videos. Three doc-
tors from RegSim were recruited as raters. RegSim is a 
unit at the Northern Norway Regional Health Author-
ity (Helse Nord) that is responsible for simulation train-
ing in all hospitals in northern Norway. All three doctors 
had broad clinical experience and shared a stated inter-
est in simulation (Table  2). The raters were blinded to 
the participants’ educational grade. The three raters 
were required to read the NorMS-NTS training manual 
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developed by the author (KP). The research team mem-
ber KP delivered a 20-min overview of the tool to all 
three raters via Microsoft Teams ®. The three raters were 
then given online access to the videos through an online 
data portal. Raters received the tool through e-mail. Each 
rater individually rated the team leader (medical student) 
through 20 video-recorded multiprofessional simulation-
based team trainings using the NorMS-NTS tool. One 
rater completed the forms electronically and sent them 
to researcher KP via email. The remaining two raters 
printed the forms and filled them out manually, then they 
scanned them and returned them via e-mail.

Each video was assigned a study identification num-
ber consisting of two digits, and the three raters were 
assigned the numbers 01, 02 or 03. The data from 
the raters’ marking sheets were entered into an Excel 
sheet. The data were then imported into the Statistical 

Analysis System  (SAS© ver. 9.4) for analysis. The data 
were checked for possible errors, such as incorrect scales 
or missing ratings. Then, the data were stored in a per-
manent and password-protected SAS database in prepa-
ration for the analyses.

Setting
The medical students participating in this study were 
enrolled as students at UiT—The Arctic University of Nor-
way in Hammerfest, Tromsø and Bodø. All students had 
multi-professional team training as part of their curriculum. 
The teams mostly consisted of medical students and nursing 
students, although some teams also had radiography stu-
dents or bioengineering students on their team. The medi-
cal students were in their  5th and  6th years of study. Two 
different simulation-based training scenarios were used, and 
they were implemented following detailed descriptions in 

Table 1 NorMS-NTS

General comments: _________________________________________________________________________________________________________________________
________________________________________________________________________________________
a N/A – Not applicable. 1, much below average; 2, below average; 3, acceptable; 4, above average; 5, much above average
b Within team unless otherwise specified

Overall global rating (marked with a ring):

Very poor 1–2 – 3–4 – 5–6 – 7 Excellent

Categorya Category  scoreb Elementa Element  scoreb Feedback

Communication Team communication

Establish mutual understanding

Patient communication

Situation awareness Situational assessment

Understanding of team members’ roles

Attentiveness

Teamwork Professional modesty

Flexibility

Efficient use of team members

Decision making Uncertainty management

Decision analysis

Leadership

Prioritization

Table 2 Raters’ backgrounds

Background Rater 1 Rater 2 Rater 3

Age 57 51 46

Specialization Pediatrician Anesthesiologist Anesthesiologist

Academic competency highest degree/position? PhD Cand. med Cand. med

Clinical experience (number of years in clinical practice) 30 years 25 years 19 years

Do you have any prior experience with nontechnical skills 
(NTSs) or tools for NTS assessment?

No Yes Yes, many years of experience with simula-
tion training, but not with specific tools like 
this
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scenario scripts. Each simulation lasted between 12–20 min. 
Due to COVID-19 restrictions, some of the scenarios were 
implemented using a simulation manikin rather than a 
simulated patient. All scenarios had a trained nurse or doc-
tor as the facilitator. The simulated patient was examined, 
answered student questions, and expressed pain and emo-
tions. The students performed all measures and examina-
tions, and the facilitator then informed them of the results 
consecutively. If the desired equipment was not available, 
the students were told to say what they would have done, 
which is a low-cost, easily accessible method of simulation 
training that can be performed anywhere.

Ethics
Norwegian law exempts educational studies from ethical 
approval because they do not involve patients. However, 
the Regional Committee of North Norway for Medical 
and Health Research provided feedback on the protocol 
used in this study and approved this assumption (Ref: 
2016/1539/REK nord). The participant consent form 
was approved by the Norwegian Center of Research 
Data (Ref: 57,474/2017). Informed consent from all par-
ticipants was obtained after oral and written information 
was delivered on the purpose and objectives of the study.

The rating of the videos was performed on the Services 
for sensitive data (TSD) facilities owned by the Univer-
sity of Oslo, operated and developed by the TSD service 
group at the University of Oslo, IT department (USIT). 
All videos were saved at the TSD. TSD provides a plat-
form for public research institutions in Norway. This ser-
vice provides a secure project area where researchers can 
collect, store, and analyze sensitive data.

Validity dimensions
Messick’s framework is recommended as a method of col-
lecting evidence to validate assessment tools [24]. There 
are other frameworks available, but we chose Messick’s, 
as it has been the standard in the field since 1999 [26]. 

It is a conceptual, theoretical framework that utilizes five 
sources of evidence: content, internal structure, relation-
ship with other variables, response process and conse-
quences. We have summarized our validation procedures 
for different sources in Table 3, which displays the differ-
ent dimensions we used to investigate validity evidence 
regarding the use of the NorMS-NTS.

Content
Evidence for validation of the tool’s content was col-
lected during the development of the NorMS-NTS [23]. 
The tool was created based on information gathered 
from focus group interviews. Participants in these focus 
groups provided their views regarding which NTS were 
necessary for newly graduated physicians. After analyz-
ing the interviews, the participants were asked to pro-
vide feedback regarding the tool. Participants were asked 
if the tool accurately reflected their opinions and inputs. 
The feedback provided indicated that the assessment tool 
accurately reflected their opinions. Despite beginning the 
tool’s development from scratch, the tool was quite similar 
to previously described tools, demonstrating convergent 
validity and thus supporting content validity [9, 21, 28, 29].

Internal structure
Interrater reliability
ICC (3,1) was calculated as all subjects were being rated 
by the same specific population of raters. The nonpara-
metric statistic Kendall’s W was also used to assess the 
level of agreement between raters.

Internal consistency analysis
The correlation between the elements, categories and 
overall global scores was measured. The Spearman non-
parametric correlation between each category and the 
corresponding elements was calculated, as well as that 
between the global scores and the categories. In addition, 
Cronbach’s alpha (CA) was applied.

Table 3 Messick framework: sources of evidence, definitions and procedure

Source of evidence Definition Procedure

Content “the relationship between a test’s content and the construct it is intended to measure [26].” Assessed as a part of development

Internal structure "The relationship among data items within the assessment and how these relate to the over-
arching construct [24]"

Interrater reliability

Internal consistency

Observability

Relationships with 
other variables

“The degree to which these relationships are consistent with the construct underlying the pro-
posed test score interpretations [26]”

Planned in further validations

Response process “The fit between the construct and the detailed nature of performance... actually engaged 
in [26]”

Raters respond in questionnaire

Consequences “The impact, beneficial or harmful and intended or unintended, of assessment [27]” Evaluation of the possibility 
of minimal rater training
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Observability
The observability of each element, category and global 
score was calculated by the percentage of observations 
recorded by the raters. An observability > 50% is deemed 
acceptable [30].

Response process
All raters received a questionnaire after they had com-
pleted rating all of the videos (Table 4). Raters were asked 
to give feedback on the tool, including whether they 
found it to be unclear, difficult to use, or any other inputs. 
The answers are summarized completely in Table 4.

Consequences
We examined the possibility of using NorMS-NTS after 
minimal rater training. For a high-stake summative 
assessment, an ICC of above 0.70 is suggested [31]. For 
a formative assessment, a minimum ICC is not clearly 
specified. An ICC above 0.60, however, is proposed 
[31]. The proposed ICC levels are based on the aver-
age ICC. The average ICC levels are always higher than 
the single-measure ICCs [32]. We could not find any 
proposed levels for single ICC measures for formative 
assessment.

Results
The average overall global scores for the three raters 
across the 20 videos was 4.7 (SD = 1.1), 4.3 (SD = 1.4) and 
4.0 (SD = 2.0).

Internal structure
Interrater reliability
An ICC below 0.40 is considered as a poor correlation, 
between 0.40 and 0.59 is considered a fair correlation, 
between 0.60 and 0.74 is considered an good correla-
tion and between 0.75 and 1.00 as excellent correlation 
[33]. The ICC agreement for the sum score of the overall 
global score for all raters was fair: ICC (3,1) = 0.53 [33]. 
This was supported by Kendall’s W = 0.73 (Table 5). Two 
of the raters had a higher level of experience, and once 
an agreement analysis for those two only was applied, the 
level of agreement was higher. ICC (3,1) = 0.53 was still 
fair [33]; however, Kendall’s W = 0.80 was good. The indi-
vidually calculated ICC (3,1) and Kendall’s W are both 
lower (0.25–0.55 and 0.51–0.75, respectively).

Internal consistency analysis
For both the Spearman correlation coefficient and Cron-
bach’s alpha, a correlation coefficient of near 1.0 repre-
sents high internal consistency. Most of the Spearman 
correlations were above 0.80 (Table  6). The correlation 
coefficients for the pooled raters were in the range of 
0.77–0.91. Almost all correlation coefficients were signif-
icant at the p = 0.0001 level. Cronbach’s alpha for the ele-
ments, categories and global scores were all mostly above 
0.90, which is in the excellent range and thus confirms a 
high level of scoring consistency among the raters.

Observability
Observability was calculated as the percentage of ele-
ments and categories that were not scored with n/a. Two 
of the marking forms had completed scoring of all ele-
ments scored but not all categories. This was considered 
an error, as all elements were observed. Those two forms 
were not included in the statistics. The observability was 
deemed acceptable (95%-100%) (Table 7).

Response process
The raters’ responses are summarized in Table 8. All the 
raters found the tool easy to use, none of the elements 
were identified as redundant, and the written instruc-
tions were helpful. Raters also found the tool easier to use 
once they gained practice in using it. Raters with NTS 
experience had a shorter time of use per video than the 
novel rater. All the raters stated that they could use the 
tool for training or teaching.

Some of the videos were reported to be slightly too brief 
to properly assess all elements for scoring. One of the 
raters suggested that the ratings should have been more 
standardized, that team members should be more uni-
form and that facilitators should take a similar approach. 
It was also mentioned that communication depended on 
whether the patient was a manikin or a simulated patient. 

Table 4 Raters questionnaire

Background:

Age:

Specialization:

Academic competency highest degree/position?

Clinical experience (number of years in clinical practice):

Do you have any prior experience with nontechnical skills (NTS) or tools 
for NTS assessment?

Usability of the tool:

How was the tool to use?

How easy was it to assess the students’ skills in elements and categories?

Were there elements of nontechnical skills that the tool did not capture?

Were there elements that you felt were redundant, i.e., should not have 
been included in the tool?

Were there elements that were difficult to assess?

Were the written instructions helpful?

Did you find that it became easier or more difficult to use the tool 
after gaining more experience with its use?

How long did you spend on average rating the videos?

Is this a tool you could use for training or teaching?

Other feedback?
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One rater suggested that crew resource management 
(CRM) elements, such as fixation errors and reevalua-
tions, could be given a greater focus in the tool.

Consequences
The calculations show that the use of NorMS-NTS by 
raters new to the tool reaches an ICC of 0.53. That value 
is 0.08 below the suggested ICC level for formative 
assessment of above 0.60 [34].

Discussion
The NorMS-NTS tool was developed for the assessment 
of Norwegian medical students’ nontechnical skills. Our 
aim has been to create an easy-to-use tool that suits busy 
doctors as near-peer educators in both clinical teaching 
settings and during simulation-based training. Ideally, 
this tool should be easy to find online, and raters should 
be able to use the tool after only a short introduction. The 
interpretation of the validation results described in this 
study was based on these principles.

The raters found the tool usable. They found all the 
categories and elements relevant. The raters considered 
the written instructions helpful. We will improve them 

further, especially for the categories and elements with 
the lowest ICC. All raters could use the tool for training 
or teaching. The least experienced rater used 45 min to 
rate videos, which is not feasible in clinical practice, bu 
the experienced raters used only a few minutes more 
than the duration of the scenario. Therefore, raters will 
probably be more efficient as they become accustomed 
to the tool. The raters also described that in their feed-
back. The internal structure of the tool was excellent. The 
observability was also found to be excellent. These find-
ings support the tools’ structure and content. The usabil-
ity of the tool was found to be satisfactory.

The usability for the raters after only a short introduc-
tion is an important part of the ‘Consequences’. On the 
other hand, the consequences for the students are also 
important to investigate further. Such studies should 
explore the students’ views. Are they assessed fairly? 
Do they get ideas for improvement? Does the assess-
ment motivate or encourage them? It is also important 
to explore the system consequences. Is it possible to inte-
grate such a tool in education? Do teachers and learners 
use the tool to clarify learning potential, or a test to pass 
or fail. Do we have the tools to help those who struggle? 

Table 5 Inter-rater agreement statistics. ICC and Kendall’s W

All raters Rater 2 and 3

Score ICC(3,1) Kendall’s W ICC(3,1) Kendall’s W

Communication 0.49 0.69 0.37 0.71

Team communication 0.43 0.63 0.48 0.77

Establish mutual communication 0.55 0.75 0.45 0.80

Patient communication 0.54 0.68 0.45 0.74

Situational awareness 0.50 0.69 0.43 0.73

Situational assessment 0.27 0.51 0.07 0.56

Understanding of team members’ roles 0.39 0.63 0.13 0.58

Attentiveness 0.44 0.68 0.37 0.76

Teamwork 0.40 0.62 0.20 0.63

Professional modesty 0.25 0.51 0.02 0.55

Flexibility 0.41 0.67 0.40 0.76

Efficient use of team members 0.40 0.62 0.25 0.64

Decision making 0.44 0.68 0.49 0.79

Uncertainty management 0.36 0.57 0.46 0.75

Decision analysis 0.43 0.61 0.58 0.81

Leadership 0.49 0.72 0.48 0.82

Prioritization 0.33 0.56 0.37 0.71

Overall Global Score 0.53 0.73 0.55 0.80

Sum of communication elements 0.58 0.76 0.51 0.81

Sum of situational awareness elements 0.41 0.67 0.21 0.67

Sum of teamwork elements 0.42 0.68 0.28 0.71

Sum of decision-making elements 0.46 0.66 0.55 0.82

Sum of all elements 0.50 0.72 0.45 0.82

Sum of categories 0.52 0.73 0.45 0.80
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This is all out of scope for this paper but should be stud-
ied further.

The individual interrater reliability after a short intro-
duction and training was found to be fair. We found a 
single measure ICC of 0.53 for the global overall score. 
That ICC is 0.08 below the suggested ICC level for forma-
tive assessment (above 0.60) [34]. However, we know 
that the suggestion is based on the average ICC, which is 
always higher than a single-measure ICC [35]. Compar-
ing to other NTS tools, ICC is challenging, as the ICC 
calculations are not specified [36]. In studies where sin-
gle-measure ICC is calculated with raters novice to the 
tool the findings are quite similar to ours. The NOTSS 
single measure ICCs on the category scores varied from 
0.29 to 0.66 [37]. The Medi-StuNTS reached a single-
measure ICC of 0.37 [36]. Other studies where ICC is not 
specified as single-measures or average the ICC are still 
in the same range as NorMS-NTS [38]. A study compar-
ing ANTS and Ottawa GRS found ICCs of 0.39 and 0.42 
for overall scores [39]. As there are no suggested levels 
for single-measure ICCs for formative assessment for 
novice raters [36], we consider the calculated levels to 
be sufficient for conducting a formative assessment of 
medical student NTS, as they are in the same range as for 

Table 6 Consistency in scoring by Spearman correlation coefficient for category vs. elements or global score vs. categories

Spearman correlation coefficient for category vs. 
elements or global score vs. categories

Cronbach’s alpha (standardized variables)

Score Rater 1 Rater 2 Rater 3 Raters pooled Rater 1 Rater 2 Rater 3 Raters pooled

Communication - - - - 0.94 0.74 0.90 0.92

Team communication 0.88 0.85 0.89 0.91 0.96 0.75 0.92 0.93

Establish mutual communication 0.89 0.68 0.85 0.86 0.96 0.84 0.92 0.94

Patient communication 0.90 0.43 0.77 0.82 0.95 0.87 0.96 0.95

Situational awareness - - - - 0.95 0.52 0.98 0.94

Situational assessment 0.96 0.47 0.91 0.88 0.95 0.84 0.98 0.96

Understanding of team members’ roles 0.88 0.82 0.91 0.87 0.97 0.66 0.98 0.96

Attentiveness 0.93 0.58 0.96 0.89 0.96 0.74 0.97 0.95

Teamwork - - - - 0.92 0.77 0.97 0.94

Professional modesty 0.85 0.71 0.97 0.88 0.94 0.80 0.98 0.95

Flexibility 0.92 0.52 0.97 0.88 0.93 0.88 0.98 0.95

Efficient use of team members 0.87 0.73 0.95 0.89 0.96 0.79 0.99 0.96

Decision making - - - - 0.94 0.88 0.97 0.95

Uncertainty management 0.88 0.85 0.89 0.87 0.95 0.88 0.97 0.95

Decision analysis 0.88 0.76 0.82 0.80 0.96 0.91 0.98 0.96

Leadership 0.92 0.57 0.92 0.86 0.95 0.94 0.97 0.96

Prioritization 0.87 0.90 0.95 0.90 0.95 0.89 0.97 0.95

Overall global score - - - - 0.94 0.82 0.98 0.95

Communication 0.88 0.82 0.90 0.81 0.96 0.84 0.98 0.95

Situational awareness 0.93 0.74 0.89 0.77 0.95 0.85 0.98 0.95

Teamwork 0.86 0.55 0.94 0.79 0.97 0.90 0.98 0.95

Decision making 0.94 0.69 0.93 0.86 0.95 0.86 0.98 0.95

Table 7 Observability

Elements Observability

Team communication 100%

Establish mutual understanding 100%

Patient communication 100%

Situational assessment 100%

Understanding of team members’ roles 100%

Attentiveness 100%

Professional modesty 100%

Flexibility 100%

Efficient use of team members 100%

Decision analysis 97%

Uncertainty management 95%

Leadership 98%

Prioritization 100%

Categories
 Communication 100%

 Situational awareness 100%

 Teamwork 100%

 Decision making 99%
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other validated NTS tools. The average ICC (3.1) would 
be more appropriate to use for validation for summative 
assessment and should be applied in later validations of 
the tool.

There are several ways to increase interrater reliability, 
i.e., rater training, modification of the assessment tool, 
stricter scenario design, etc. Previous studies have shown 
that the level of interrater agreement increases when 
raters gain more experience with an assessment tool [40]. 
As the NorMS-NTS is usable with minimal training, it 
is also possible for busy doctors to gain experience with 
the tool, hence increasing its interrater reliability. We will 
also continue to refine the NorMS-NTS training intro-
duction and training manual in the areas that were iden-
tified as poor.

Limitations
As collecting validity evidence of NTS assessment tools 
is a continuous process of collecting evidence of validity, 
this article only describes part of the validation necessary 
to meet all accepted sources of evidence in the Messick 
framework. We have tried to clearly specify the context 
and intended use we have assessed usability and pre-
liminary validation of NorMS-NTS for in this article. We 
did not seek validity evidence of the use of the tool for 
summative assessment with minimal rater training now. 
Further collection of validity evidence as described in the 
Messick framework is planned, including for summative 
assessment using average ICC. To fully validate the tool 
for formative assessment, it is necessary to further study 

the consequences of the tool. That is, we explore the 
impact on the students and see if the formative assess-
ments obtained by the tool are correct and beneficial.

The raters had some input about the validation pro-
cess itself. We deliberately chose to not have standard-
ized scenarios, teams, and facilitators. We wanted a tool 
that works in everyday life, with different facilitators, 
team members and situations. All raters rated the same 
scenarios in the study, so they had the same variety. We 
would probably have achieved a higher level of interrater 
reliability with a greater degree of standardization of the 
scenarios and ratings, but the findings may not have been 
transferable to practical use. Some suggest that all vali-
dation of assessment tools should include true measurers 
of validity and reliability, and we have worked to achieve 
this in our study [41].

As this preliminary validation process was created to 
validate the tool for formative assessment for busy doc-
tors as near-peer educators in clinical practice, we chose 
single-measure ICCs. Because of that, we only had three 
raters. When validating the tool for summative assess-
ment, more raters will be included.

The tool was developed in Norway. When using it in 
different contexts, be it different places within Norway or 
in different countries, pilot studies should be conducted, 
collecting context-specific validity evidence again. Using 
such a tool and interpreting its results is a complex 
socio-technical endeavor with possible consequences for 
healthcare professionals and the people who they treat. 
Therefore, it seems appropriate to double check.

Table 8 Rater feedback
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Conclusions
We collected preliminary evidence of validity for the 
NorMS-NTS tool. Raters found the tool usable. When 
the NorMS-NTS was used by raters new to the tool we 
found that the interrater reliability, internal consistency, 
and observability were sufficient for formative assess-
ment. It is necessary to further examine the conse-
quences of the tool to fully validate the tool for formative 
assessment.

Further
The process of validation for the NorMS-NTS began with 
this study. A summative assessment study calculating the 
average ICC is planned for the future. Further validation 
should focus on the final two sources of evidence in the 
Messick framework: relationship with other variables and 
consequences. We note that it is also important to vali-
date the tool for different settings.

Abbreviations
NorMS-NTS  Norwegian Medical Student’s Non-technical Skills
NTS  Non-technical skills
TSD  Services for sensitive data

Acknowledgements
N/a.

Authors’ contributions
KP made all the video recordings, and she performed the rater training. KP 
transferred the data from the rating forms to Excel. HF performed the statisti-
cal analysis based on the Excel spreadsheet. TW, PD and DM were all major 
contributors in planning and writing the manuscript. All the authors have read 
and approved the final manuscript.

Authors’ information
David M Musson currently is an Associate Professor at McMaster university and 
the Northern Ontario School of Medicine. He does research in space medicine, 
decision support, human factors, expert systems, applied social psychology, 
and medical training.
Peter Dieckmann is Senior Scientist at CAMES, Professor of Healthcare Educa-
tion and Patient Safety, University of Stavanger, Norway. and External Lecturer 
at the University of Copenhagen.
Peter Dieckmann’s research on simulation addresses the theoretical founda-
tions and practice of using simulation to create, recognize and use learn-
ing opportunities for simulation learners and faculty members in different 
contexts. Peters research with simulation focuses on exploring simulation’s 
possibilities to optimize work systems. Beyond simulation, Peter investigates 
issues of the practice of patient safety work, psychological safety, medication 
safety, and visual research methods.
Torben Wisborg is a professor of anesthesia and consultant anesthetist. He is 
also research director for the Norwegian National Advisory Unit on Trauma. He 
did his PhD on trauma team training based on ten years of experience training 
trauma teams in Norway and northern Iraq. Main research interests are trauma 
systems, trauma teams and trauma team training, including simulation.

Funding
Open access funding provided by UiT The Arctic University of Norway (incl 
University Hospital of North Norway) This work was supported by the North-
ern Norway Regional Health Authority (Ref: HNF1368-17).

Availability of data and materials
The datasets used and/or analyzed during the current study are available from 
the corresponding author upon reasonable request.

Declarations

Ethics approval and consent to participate
Norwegian law exempts educational studies from ethical approval because 
they do not involve patients. However, the Regional Committee of North 
Norway for Medical and Health research gave feedback on the protocol and 
approved this assumption (Ref: 2016/1539/REK nord). The consent form for 
the participants received approval by the Norwegian Center of Research Data 
(Ref: 57474/2017). Informed consent from all participants was obtained after 
oral and written information was delivered on the purpose and objectives 
of the study. All videos were saved at the TSD (Tjeneste for Sensitive Data) 
facilities owned by the University of Oslo, operated and developed by the TSD 
service group at the University of Oslo, IT department (USIT). (tsd-drift@usit.
uio.no. TSD provides a platform for public research institutions in Norway. This 
service provides a secure project area where researchers can collect, store, and 
analyze sensitive data.

Consent for publication
N/a.

Competing interests
The authors declare no competing interests.

Author details
1 Interprofessional Rural Research Team, Faculty of Health Sciences, Depart-
ment of Clinical Medicine, University of Tromsø – the Arctic University 
of Norway, Hammerfest, Norway. 2 Hammerfest Hospital, Finnmark Health 
Trust, Hammerfest, Norway. 3 Copenhagen Academy for Medical Education 
and Simulation (CAMES), Center for Human Resources and Education, Capital 
Region of Denmark, Copenhagen, Denmark. 4 Faculty of Health Sciences, 
Department of Quality and Health Technology, University of Stavanger, 
Stavanger, Norway. 5 Department of Public Health, Copenhagen University, 
Copenhagen, Denmark. 6 Capturo AS, Skjetten, Norway. 7 Faculty of Health Sci-
ences, Department of Anesthesia, McMaster University, Hamilton, ON, Canada. 

Received: 2 May 2023   Accepted: 2 November 2023

References
 1. Flin RH, O’Connor P, Crichton M. Safety at the sharp end: a guide to non-

technical skills. England, U.K: Ashgate; 2008.
 2. Jepsen RMHG, Østergaard D, Dieckmann P. Development of instruments 

for assessment of individuals’ and teams’ non-technical skills in healthcare: a 
critical review. Cogn Technol Work. 2015;17(1):63–77.

 3. Hagemann V, Herbstreit F, Kehren C, Chittamadathil J, Wolfertz S, Dirkmann 
D, Kluge A, Peters J. Does teaching non-technical skills to medical students 
improve those skills and simulated patient outcome? Int J Med Educ. 
2017;8:101–13.

 4. Somasundram K, Spence H, Colquhoun AJ, McIlhenny C, Biyani CS, Jain S. 
Simulation in urology to train non-technical skills in ward rounds. BJU Int. 
2018;122(4):705–12.

 5. Yeung J, Husselbee N, Davies R, Melody T, Lockey A, Gwinutt C, Bullock I, 
Gao F, Perkins G. Effect of non-technical skills teaching on performance – an 
evaluation of additional non-technical skills teaching in resuscitation council 
ALS course. Resuscitation. 2015;96:24.

 6. Nicolaides M, Theodorou E, Hanrahan JG, Theodoulou I, Emin EI, Papalois A, 
Sideris M. Advancing medical students’ non-technical skills in a group-based 
setting. Journal of investigative surgery : the official journal of the Academy 
of Surgical Research. 2021;34(1):39–43.

 7. Donaldson L, Ricciardi W, Sheridan S, Tartaglia R. Textbook of patient safety 
and clinical risk management. Cham, Switzerland: Springer International 
Publishing; 2020.



Page 10 of 10Prydz et al. BMC Medical Education          (2023) 23:865 

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

 8. Fletcher GC, McGeorge P, Flin RH, Glavin RJ, Maran NJ. The role of non-
technical skills in anaesthesia: a review of current literature. Br J Anaesth. 
2002;88(3):418–29.

 9. Fletcher G, Flin R, McGeorge P, Glavin R, Maran N, Patey R. Rating non-techni-
cal skills: developing a behavioural marker system for use in anaesthesia. 
Cogn Technol Work. 2004;6(3):165–71.

 10. Byrne AJ, Greaves JD. Assessment instruments used during anaesthetic 
simulation: review of published studies. Br J Anaesth. 2001;86(3):445–50.

 11. Glavin RJ, Maran NJ. Development and use of scoring systems for assess-
ment of clinical competence. Br J Anaesth. 2002;88(3):329–30.

 12. Jepsen RM, Dieckmann P, Spanager L, Lyk-Jensen HT, Konge L, Ringsted C, 
Østergaard D. Evaluating structured assessment of anaesthesiologists’ non-
technical skills. Acta Anaesthesiol Scand. 2016;60(6):756–66.

 13. Schuwirth L, Colliver J, Gruppen L, Kreiter C, Mennin S, Onishi H, Pangaro L, 
Ringsted C, Swanson D, Van Der Vleuten C, et al. Research in assessment: 
consensus statement and recommendations from the Ottawa 2010 confer-
ence. Med Teach. 2011;33(3):224–33.

 14. Moll-Khosrawi P, Kamphausen A, Hampe W, Schulte-Uentrop L, Zimmer-
mann S, Kubitz JC. Anaesthesiology students’ Non-Technical skills: develop-
ment and evaluation of a behavioural marker system for students (AS-NTS). 
BMC Med Educ. 2019;19(1):205.

 15. Lyk-Jensen HT, Jepsen RM, Spanager L, Dieckmann P, Østergaard D. Assess-
ing Nurse Anaesthetists’ Non-Technical Skills in the operating room. Acta 
Anaesthesiol Scand. 2014;58(7):794–801.

 16. Yule S, Flin R, Paterson-Brown S, Maran N, Rowley D. Develop-
ment of a rating system for surgeons’ non-technical skills. Med Educ. 
2006;40(11):1098–104.

 17. Rutherford JS, Flin R, Irwin A, McFadyen AK. Evaluation of the prototype 
anaesthetic non-technical skills for anaesthetic practitioners (ANTS-AP) 
system: a behavioural rating system to assess the non-technical skills used 
by staff assisting the anaesthetist. Anaesthesia. 2015;70(8):907–14.

 18. Mitchell L. Scrub practitioners’ list of intra-operative non-technical skills – 
SPLINTS. 1st ed. Boca Raton, F.L: CRC Press; 2009.

 19. Hamilton AL, Kerins J, MacCrossan MA, Tallentire VR. Medical Students’ Non-
Technical Skills (Medi-StuNTS): preliminary work developing a behavioural 
marker system for the non-technical skills of medical students in acute care. 
BMJ Simulation and Technology Enhanced Learning. 2019;5(3):130–9.

 20. Gourbault LJ, Hopley EL, Finch F, Shiels S, Higham H. Non-technical Skills 
for Medical Students: Validating the Tools of the Trade. Cureus. 2022;14(5): 
e24776.

 21. Jepsen RM, Spanager L, Lyk-Jensen HT, Dieckmann P, Østergaard D. 
Customisation of an instrument to assess anaesthesiologists’ non-technical 
skills. Int J Med Educ. 2015;6:17–25.

 22. Spanager L, Lyk-Jensen HT, Dieckmann P, Wettergren A, Rosenberg J, Oster-
gaard D. Customization of a tool to assess danish surgeons´ non-technical 
skills in the operating room. Dan Med J. 2012;59(11):A4526.

 23. Prydz K, Dieckmann P, Musson D, Wisborg T. The development of a tool 
to assess medical students’ non-technical skills - the Norwegian medical 
students’ non-technical skills (NorMS-NTS). Med Teach. 2023;45(5):516–23.

 24. Cook DA, Hatala R. Validation of educational assessments: a primer for simu-
lation and beyond. Advances in simulation (London, England). 2016;1:31.

 25. Williams D HR, Boehm-Davis D. : Proceedings of the 9th International Sym-
posium on Aviation Psychology; Training for inter-rater reliability: baselines 
and benchmarks. ; 1997.

 26. American Educational Research Association, American Psychological Asso-
ciation, National Council on Measurement in Education, Joint Committee 
on Standards for Educational, Psychological Testing: Standards for educa-
tional and psychological testing. Washington , D.C: American Educational 
Research Association; 2014.

 27. Cook DA, Hatala R. Validation of educational assessments: a primer for 
simulation and beyond. Adv Simul. 2016;1(1):31.

 28. Yule S, Flin R, Maran N, Rowley D, Youngson G, Paterson-Brown S. Surgeons’ 
non-technical skills in the operating room: reliability testing of the NOTSS 
behavior rating system. World J Surg. 2008;32(4):548–56.

 29. Hamilton AL, Kerins J, MacCrossan MA, Tallentire VR. Medical students’ non-
technical skills (Medi-StuNTS): preliminary work developing a behavioural 
marker system for the non-technical skills of medical students in acute care. 
BMJ simulation & technology enhanced learning. 2019;5(3):130–9.

 30. Abell N, Springer DW, Kamata A. Developing and validating rapid assess-
ment instruments. Oxford, U.K: Oxford University Press; 2009.

 31. Hull L, Arora S, Symons NR, Jalil R, Darzi A, Vincent C, Sevdalis N. Training 
faculty in nontechnical skill assessment: national guidelines on program 
requirements. Ann Surg. 2013;258(2):370–5.

 32. Shrout PE, Fleiss JL. Intraclass correlations: uses in assessing rater reliability. 
Psychol Bull. 1979;86(2):420–8.

 33. Cicchetti DV. Guidelines, Criteria, and Rules of Thumb for Evaluating Normed 
and Standardized Assessment Instruments in Psychology. Psychol Assess. 
1994;6(4):284–90.

 34. Hull L, Arora S, Symons NR, et al. Training faculty in nontechnical skill 
assessment: national guidelines on program requirements. Ann Surg. 
2013;258(2):370–5.

 35. LeBreton JM, Senter JL. Answers to 20 questions about interrater reliability 
and interrater agreement. Organ Res Methods. 2008;11(4):815–52.

 36. Clarke B, Smith SE, Phillips EC, Hamilton A, Kerins J, Tallentire VR. Reliability 
of assessment of medical students’ non-technical skills using a behavioural 
marker system: does clinical experience matter? BMJ Simul Technol Enhanc 
Learn. 2021;7(5):285–92.

 37. Yule S, Flin R, Maran N, Rowley D, Youngson G, Paterson-Brown S. Surgeons’ 
Non-technical Skills in the Operating Room: Reliability Testing of the NOTSS 
Behavior Rating System. World J Surg. 2008;32(4):548–56.

 38. Graham J, Hocking G, Giles E. Anaesthesia non-technical skills: Can anaes-
thetists be trained to reliably use this behavioural marker system in 1 day? Br 
J Anaesth. 2010;104(4):440–5.

 39. Nunnink L, Foot C, Venkatesh B, Corke C, Saxena M, Lucey M, Jones M. 
High-stakes assessment of the non-technical skills of critical care trainees 
using simulation: feasibility, acceptability and reliability. Crit Care Resusc. 
2014;16(1):6–12.

 40. Walsh DP, Chen MJ, Buhl LK, Neves SE, Mitchell JD. Assessing interrater reli-
ability of a faculty-provided feedback rating instrument. J Med Educ Curric 
Dev. 2022;9:23821205221093204.

 41. Van Hove PD, Tuijthof GJ, Verdaasdonk EG, Stassen LP, Dankelman J. Objec-
tive assessment of technical surgical skills. Br J Surg. 2010;97(7):972–87.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.


	Collecting evidence of validity for an assessment tool for Norwegian medical students’ non-technical skills (NorMS-NTS): usability and reliability when used by novice raters
	Abstract 
	Background 
	Methods 
	Results 
	Conclusions 

	Background
	Methods
	Setting
	Ethics
	Validity dimensions
	Content
	Internal structure
	Interrater reliability
	Internal consistency analysis
	Observability

	Response process
	Consequences

	Results
	Internal structure
	Interrater reliability
	Internal consistency analysis
	Observability

	Response process
	Consequences

	Discussion
	Limitations

	Conclusions
	Further

	Acknowledgements
	References


