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Abstract 

Introduction  Clinical reasoning (CR) is a complex skill enabling transition from clinical novice to expert deci-
sion maker. The Objective Structured Clinical Examination (OSCE) is widely used to evaluate clinical competency, 
though there is limited literature exploring how this assessment is best used to assess CR skills. This proof-of-concept 
study explored the creation and pilot testing of a post-station CR assessment, named Oral Debrief (OD), in the context 
of undergraduate medical education.

Methods  A modified-Delphi technique was used to create a standardised domain-based OD marking rubric encap-
sulating the key skills of CR that drew upon existing literature and our existing placement-based CR tool. 16 OSCE 
examiners were recruited to score three simulated OD recordings that were scripted to portray differing levels of com-
petency. Adopting a think-aloud approach, examiners vocalised their thought processes while utilising the rubric 
to assess each video. Thereafter, semi-structured interviews explored examiners’ views on the OD approach. Record-
ings were transcribed, anonymised and analysed deductively and inductively for recurring themes. Additionally, inter-
rater agreement of examiners’ scoring was determined using the Fleiss Kappa statistic both within group and in com-
parison to a reference examiner group.

Results  The rubric achieved fair to good levels of inter-rater reliability metrics across its constituent domains 
and overall global judgement scales. Think-aloud scoring revealed that participating examiners considered several 
factors when scoring students’ CR abilities. This included the adoption of a confident structured approach, discrimi-
nating between relevant and less-relevant information, and the ability to prioritise and justify decision making. Fur-
thermore, students’ CR skills were judged in light of potential risks to patient safety and examiners’ own illness scripts. 
Feedback from examiners indicated that whilst additional training in rubric usage would be beneficial, OD offered 
a positive approach for examining CR ability.

Conclusion  This pilot study has demonstrated promising results for the use of a novel post-station OD task to evalu-
ate medical students’ CR ability in the OSCE setting. Further work is now planned to evaluate how the OD approach 
can most effectively be implemented into routine assessment practice.
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Introduction
Clinical reasoning (CR) is a complex skill defined as the 
cognitive operations that enable physicians to observe, 
collect, and analyse patient information resulting in 
clinical decisions that take into account a patient’s 
specific circumstances and preferences [1]. How clini-
cians think and reason can be described using the dual 
processing model [2]. System 1 thinking draws upon 
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pattern recognition, experience and intuition to make 
quick, automatic and effortless clinical decisions. Sys-
tem 2 thinking on the other hand is slower and ana-
lytical, supporting hypothetico-deductive reasoning. 
The best predictor for successful (diagnostic) clinical 
reasoning is the quality of System 1 processing, in par-
ticular the probability of the correct diagnosis being 
considered by the clinician [3]. Whilst senior clinicians 
unconsciously toggle between both systems of thinking, 
junior trainees and students do not have enough clini-
cal experience to solely rely upon system 1 thinking and 
should therefore be encouraged to also develop their 
system 2 problem-solving abilities [4, 5].

In supporting clinical learners transition from nov-
ices to expert decision makers, the early implementation 
of CR in undergraduate medical curriculum is recom-
mended [6]. Indeed, the literature is rich with papers 
exploring curricular implementation of CR with myriad 
teaching interventions, ranging from stand-alone ses-
sions through to longitudinal implementation, being 
described and evaluated [7, 8]. However, to achieve con-
structive alignment, it is also necessary to ensure that 
these skills are appropriately assessed.

Miller’s pyramid offers a useful framework from which 
to consider the range of possible assessment tools that 
target CR competency at different levels [9]. Assessments 
at the lowest two levels (“knows” and “knows how”) 
evaluate underpinning knowledge and knowledge appli-
cation. In the context of CR, potential examples of assess-
ment tools that function at this level include key feature 
problems and script concordance tests [10, 11]. Assess-
ments at the “shows how” level of the pyramid evaluate 
learners’ ability to demonstrate competency across a 
range of skills. The Objective Structured Clinical Exami-
nation (OSCE) is typically seen as the gold-standard 
approach at this level [12], though as will be described 
later, has arguably not been used to its full advantage to 
assess CR skills [13].

Lastly, at the ‘does’ level, learners are evaluated using 
workplace-based assessment tools to determine whether 
they can continue to demonstrate competency in the 
in-vivo setting of clinical workplace environments. CR-
focussed tools such as SNAPPS and the Assessment of 
Reasoning Tool have been described at this level [14, 15].

Despite its ubiquitous application across the spec-
trum of medical education, little attention has been 
paid to how OSCEs can be best designed to assess stu-
dents’ CR. OSCEs require candidates to participate in a 
series of simulated scenarios that are each assessed by 
trained examiners using standardised scoring rubrics. 
In the authors’ experience, OSCE stations are typically 
scripted to provide stereotypical representations of 
patient conditions leading candidates to a single, most 

likely diagnosis, but in doing so, strongly favour system 
1 pattern recognition approaches. Instead, it has been 
suggested that stations should be designed to better 
reflect authentic clinical presentations in which a range 
of plausible differentials are generated [13]. Further-
more, it is recognised that OSCEs tend to focus more 
on the ‘what’ of decision making (generating potential 
diagnoses or management plans) over the ‘how and 
why’ (the ability to explain one’s analytic approach to 
then justify and prioritise diagnostic and manage-
ment decisions i.e. demonstrating CR processes). It 
is assumed that the OSCE candidate who is taking a 
structured history and arrives at a reasonable differen-
tial diagnosis is applying sound reasoning processes. 
However, this assumption is easily challenged. Candi-
dates can apply consultation frameworks to collect cues 
and present data without employing analytical data 
processes – in effect simply ‘interviewing’ the patient 
using set of questions devoid of a purposeful reasoning 
approach. Furthermore, a candidate who offers a rea-
sonable differential diagnosis at the end of the station 
may do so without relating the data they gained dur-
ing the consultation, either through chance or simple 
guesswork based on epidemiologically likely diagnoses 
ascertained from the presenting symptom(s). These 
concerns are supported in studies demonstrating weak 
or absent correlations between how students are scored 
whilst being observed taking a history to how they are 
judged when asked to subsequently list, prioritise and 
justify possible differential diagnoses arising from that 
consultation in a written post-station encounter exer-
cise [16]. Therefore, OSCE candidates’ application of 
CR is typically not assessed, with predominance given 
to observation of what the learner does and says rather 
than reasoning approach they use.

Recognising these limitations, recent work has 
explored ways to more effectively evaluate a candidate’s 
CR processes within the OSCE format. Much of this work 
focuses on the use of post-encounter forms in which 
candidates complete a brief written exercise following a 
consultation station where they describe and justify their 
diagnostic reasoning. Whilst post-encounter forms offer 
advancement in CR evaluation within the OSCE context, 
they are limited by the use of pre-set questions and the 
written format restricting opportunities to further probe 
candidates’ responses.

This pilot proof-of-concept study therefore set out to 
explore an alternative post-encounter CR OSCE task, 
named Oral Debrief (OD) for final year medical students 
at a large UK medical school. It builds upon previous 
work describing the implementation of a longitudinal CR 
curriculum within our large undergraduate medical pro-
gramme [8] in which our students’ reasoning skills are 
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regularly evaluated within rotating clerkships using the 
Manchester CR tool (MCRT).

The concept of OD to explore a student’s CR skills in 
the OSCE arose from the written post-encounter forms 
previously described [16] and the recognised importance 
of preceptor-student discussions within workplace-based 
CR assessment [17, 18]. It is proposed as a post-history 
station verbal exercise in which the examiner uses semi-
structured question prompts to explore a candidate’s 
clinical reasoning ability and scores them using a stand-
ardised marking rubric.

In our main research question, we set out to answer 
whether a post-encounter OD could be used identify dif-
fering levels of medical student CR ability.

To answer this core question, we first created a stand-
ardised marking rubric encapsulating the key skills of 
CR that could be used to score ODs. Using pre-scripted 
video-recorded OD performances, secondary questions 
explored:

1)	 What do examiners look for during an OD when 
marking candidates’ CR ability using this rubric ?

2)	 What are examiners’ views of assessing CR skills 
using the OD approach ?

3)	 Can the marking of a candidates’ OD performance 
can be independently conducted from the marking of 
the preceding linked history-taking station ?

Methods
Development of the OD approach and marking rubric
The OD was designed as an 8-min post history-taking 
station task. In line with the existing OSCE marking 
method a domain-based rubric with an overall global 
judgement scale was designed to maintaining candi-
dates’ familiarity with the assessment approach. Using 
the MCRT as a starting point, a Delphi-based approach 
[19] involving all members of the school’s established 
CR working group was conducted to agree domains and 
associated descriptors to reflect the key skills of CR. The 
group consists of seven clinical academics with interests 
in CR pedagogy and who collectively implemented, and 
now maintain, the aforementioned longitudinal program-
matic integration of CR within the undergraduate medi-
cal curriculum. In addition to domain marking, the OD 
rubric utilised an overall global judgement score adopted 
unchanged from our programme’s existing OSCE assess-
ment scale as shown in Fig. 1.

Fig. 1  Overall global judgment scale
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Development of scripted OD performances
To evaluate how well this marking rubric worked in dif-
ferentiating students’ CR abilities, a series of videos were 
created demonstrating an OD task in action. To achieve 
this, we first developed a history-taking station for a 
patient presenting with abdominal pain and change in 
bowel habit. The patient history was carefully crafted to 
generate several plausible differentials and thus require 
analytical system 2 based thinking (for the station script 
please see Supplemental file 1). Student and examiner 
volunteers were recruited to produce simulated record-
ings of the OD which were conducted on Zoom™ given 
ongoing exigencies of the covid pandemic. Three differ-
ing global judgement levels of OD performances were 
scripted to portray the failing, satisfactory and excellent 
candidate. Whilst each script utilised the same core set 
of examiner prompts for standardisation, the simulated 
examiner was permitted to clarify and explore specific 
areas as felt required(provided in Supplemental file 2). 
Following initial run-throughs to achieve appropriate lev-
els of performance, the set of ODs were then recorded, 
reviewed and edited by the authors. The history-taking 
station task itself was then recorded to depict a satis-
factory candidate to be shown to participants after they 
scored the OD tasks as detailed later.

Testing the marking rubric
Having developed the OD marking rubric and the exam-
ple OD videos, clinicians from our existing bank of 
OSCE examiners were invited by email to a one-hour 
interview conducted on Zoom™ in which they watched 
three recorded ODs and scored these against the rubric 
followed by participation in a semi-structured individ-
ual interview. Using a convenience sampling approach, 
all sixteen examiners who agreed to participate were 
recruited. Participation was entirely voluntary.

Prior to attending the interview, participants were 
emailed the history-taking station script that formed the 
basis of the OD scenarios to review in advance. To avoid 
participants assuming that their selected three videos 
would portray each of the three levels of performance 
and thus influence how they marked, we had recorded 
two videos for each of the three levels of performance. A 
randomisation matrix was used to provide a set of three 
videos to each participant. Some participants were allo-
cated one video from each level whilst other were pro-
vided two videos of one level and one of another. The 
allocation approach was not disclosed to participants.

The ‘think-aloud’ method [20] was used as partici-
pants watched each OD, enabling them to verbalise 
their thoughts as they watched each video, providing 
insight into their thought processes, perspectives and 
judgement-making approach as they assessed students’ 

CR ability. Participants were able to pause each video to 
share their observations and explain their scoring.

Following the think aloud stage, participants were then 
asked to score each candidate’s performance across the 
rubric domains and overall global judgement. To evalu-
ate if scoring of OD could be conducted independently to 
that of the preceding history-taking station, participants 
were shown this recording only after scoring the ODs. 
Participants were asked if this would change their initial 
OD scores.

Lastly, participants took part in a semi-structured 
interview (topic guide provided in Supplemental file 3) to 
explore their experiences more generally in using the OD 
marking rubric and to reflect upon the inter-dependency 
of the OD scoring from the history-taking task itself.

Alongside the participant tasks above, all seven mem-
bers of the Manchester CR Group (hereafter named ‘CR 
examiner group’). were asked to independently score 
each video to a) confirm that the OD recordings did 
indeed portray their intended level of performance and 
b) to further determine inter-rater reliability metrics of 
the rubric.

Ethical considerations
Completion of our institution’s research ethics decision 
tool confirmed that this work was exempt from formal 
review as it constituted programme evaluation with no 
involvement of sensitive/confidential information nor use 
of vulnerable groups. We did however throughout this 
work pay attention to ethical considerations and followed 
the principles of the Declaration of Helsinki on research 
participants. Participation was entirely voluntary with 
no repercussions for non-participation. The audio was 
submitted for transcription with all personal identifi-
able information removed. All participants were pro-
vided with a detailed participant information sheet and 
asked to sign a Informed consent form before taking part 
including informed consent for participation and publi-
cation of anonymised quotes.

Analysis
Analysis of scoring
As part of determining the utility of the marking rubric, 
the Fleiss’ kappa statistic, indicating inter-rater reliability, 
was calculated using MS Excel. This was conducted both 
within the sixteen participant ‘typical examiner’ group 
and within the seven ‘CR examiner’ group. Given the 
small number of scorers involved, analysis focussed on 
the broader binary categorisation that examiners initially 
undertake in differentiating between competent and not-
yet competent candidates for both domain scales and 
overall global judgement (Figs. 1 and 2). In line with pub-
lished interpretation guides, a Fleiss Kappa of 0.21–0.4 
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was denoted to indicate fair agreement, 0.41–0.6 moder-
ate agreement, 0.61–0.8 good agreement, and above 0.8 
very good agreement [21].

Thematic analysis
Each interview was audio-recorded and anonymised 
prior to transcription. A reflexive thematic analytical 
approach was taken following the steps of Braun and 
Clarke [22]. Transcripts were initially coded both induc-
tively and deductively to highlight key aspects of par-
ticipants thinking as they scored, including recurring or 
contrary views. Thereafter all codes were reviewed in 
an iterative fashion to generate overarching explanatory 
themes.

Results
Delphi‑based production of marking rubric
Through iterative rounds conducted over three months, 
consensus agreement was achieved in creating a set of 
three CR skill domains namely, “Identification and sum-
marisation of the patient’s problem”, “Prioritisation and 
justification of diagnoses” and “Management planning”. 
For each domain, agreement was also reached for com-
ponent descriptors for each domain detailing expected 
elements to be demonstrated. The domains and descrip-
tors are listed in Fig. 2.

Analysis of scoring
The seven-member ‘CR examiner’ group generated 42 
assessments, each scoring all 6 OD videos whilst the six-
teen-member participant examiner group generated 48 
assessments, each scoring 3 OD videos.

The CR examiner group demonstrated strong inter-
rater reliability with good and very good Fleiss kappa 

statistics seen across domains and global judgement. 
Their scoring aligned to the intended level of portrayal 
for each video, confirming that these had been appropri-
ately scripted. The participant examiner group showed 
lower Kappa values though still achieved fair to good 
agreement for the three domains with good agreement 
for the global judgement. Figure 3 details the breakdown 
of agreement by group and by video.

Thematic analysis of think‑aloud scoring
Thematic analysis of think-aloud transcripts generated 
three themes that described the decision-making process 
participants undertook when deliberating upon a candi-
date’s display of clinical reasoning during the OD task. 
The first theme describes cognitive aspects of the can-
didate that were considered during scoring. The second 
theme focuses on how candidates translated these cogni-
tive aspects into a verbalised demonstration of their CR 
skills. The third theme reflects the influences that partici-
pants’ own reasoning and clinical/assessor background 
had on their scoring of candidates. Each theme was 
enriched using component sub-themes generated from 
the coding structure and is summarised in Table 1 with 
exemplar quotes provided.

Cognitive aspects relating to the candidate
Participants expressed that a fundamental element that 
underpinned candidates’ reasoning approach was their 
level of background knowledge and areas of potential 
knowledge deficit. Comments about candidates’ knowl-
edge ranged from their understanding of pathology, 
epidemiology and symptomatology for particular condi-
tions through to how this knowledge was then not only 
extended to, but also compared and contrasted with, 

Fig. 2  OD Domains and corresponding descriptors. For each domain, examiners scored the candidate’s performance against the following scale
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understanding of associated conditions. Having a suf-
ficiently robust baseline level of knowledge was seen to 
be a core pre-requisite upon which to apply reasoning 
skills. The second cognitive aspect related to how candi-
dates internally analysed and then reported the data they 
obtained through the preceding history station. Partici-
pants in this study were asked to observe the OD without 
having seen how the candidate performed in the history 
task itself. As such, participant comments revealed how 
they speculated about the veracity and accuracy of com-
ments made by candidates about what they had asked 
during the history and what information this elicited. 
Inferences were made as to how well candidates had uti-
lised their reasoning skills in the history-taking station 
itself in terms of whether they had followed a purpose-
ful questioning approach to narrow down the differential 
diagnosis.

How candidates demonstrate their CR through what they 
do in the OD
Participants referred to what they saw the candidate do 
or say during the OD as a window into their clinical rea-
soning ability. These factors could be categorised into 
those that directly influenced the scoring and those that 

influenced how CR skills were being shown through the 
OD task itself.

In terms of the former, participants opined that candi-
dates who were seen to adopt a structured approach in 
presenting the case with the use of appropriate semantic 
qualifiers were displaying higher levels of CR ability than 
those who did not. In particular, participants perceived 
CR was more strongly displayed when candidates suc-
cessfully discriminated between relevant and less rele-
vant information and in doing so, prioritised and justified 
their decisions. Aside from what was being said by the 
candidate, participants also considered who led the OD 
discussions. Candidates who led the conversation and 
anticipated what was due to be asked in their responses, 
negated the need for additional questions to be asked by 
the examiner and were seen to display higher levels of CR 
ability.

Attendance to patient safety appeared to be a key 
marker of CR ability for participants such as consider-
ing ‘red flag’ diagnoses or potential harm from investi-
gative or management options. Additional factors that 
influenced their judgements included how confident the 
candidate appeared and how articulate they were in ver-
balising their thinking process during the OD exercise. 

Fig. 3  Analysis of OD scoring using the Fleiss kappa inter-rater reliability statistic
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Table 1  Themes, subthemes and corresponding exemplar data

Theme Subtheme Exemplar quotes

Cognitive aspects relating to the candidate Knowledge “she appears to be covering for a lack of knowl-
edge”
“He shows a very deep knowledge of the GI 
system which I’m impressed with. He seems very 
sensible, seems very knowledgeable”
“She literally only said about three things.. there’s 
many more things than that”
“he’s not really taken a proper history of the char-
acteristics of the pain or the presentation”

Reporting information obtained from the pre-
ceding station

“Although I’ve not seen the history-taking itself, 
I can see that it’s obvious that she has explored 
other systems”
“She wasn’t able to demonstrate to me that she 
had really taken all of the history into account dur-
ing the history taking process”
“He was excellent and he told me in his differential 
that he did a systems review…but I didn’t observe 
him doing that, so I don’t really know what he 
asked, or whether he did ask the relevant ques-
tions”

Analysis & discrimination “She’s just sort of taking everything at face value 
and not picking and pushing a bit more”
“Its very superficial, very superficial account 
but then she’s been inappropriately specific 
and making assumptions”
“She’s only concentrating on one diagnosis.. she 
didn’t give me enough negatives or positives 
in her history taking”

How candidates demonstrate their CR 
through what they do in the OD

Adopting structured approach ”This student has started with a very clear, concise 
and accurate summary of the history”
“she’s kind of jumping around a bit there. She 
started off being quite structured in her answer 
and now she’s realised stuff that she hasn’t men-
tioned in her summary
“[he has an] unsystematic approach… it sounds 
good, but in fact when you listen to it carefully 
it’s- he bounces from idea to idea…an awful lot 
of words to say but very limited information”

Ability to prioritise & justify “[The student] organised these [differential diag-
noses] at the very outset in a hierarchical manner 
from most likely, serious, and down to the least 
likely with a very good justification each time”
“I like the way she using kind of explanations 
as to why she thinks things are a top differential”
“She doesn’t seem to me to be really thinking 
about what her differentials are and how she can 
start to prioritise them and think in an ordered 
way around what her differentials would be.”
“Not really telling me how it would, how she 
would differentiate between any of her differen-
tials”

Attention to patient safety “They’ve dismissed the weight loss, which is never 
a good thing to do”
“Is he going to be a safe pair of hands? This is what 
you think of with a global judgement”
"it’s good to talk about safety-netting… and he’s 
specifically now mentioned red flags”

Who led the OD “There’s a lot of prompting around trying 
to extract this”
“He’s not generating anything really with-
out prompts, and even with prompting, he’s giv-
ing very short and answers, not going into again”
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Generally, participants associated higher levels of CR 
ability with candidates who adopted a confident presen-
tation approach. Other participants however recognised 
that this was more complex and a less-confident candi-
date may be reflecting the anxiety of the assessment envi-
ronment rather than weaker CR skills.

The second category related to how the OD delivery 
approach influenced how candidates displayed their CR 
skills, which in turn potentially affected how they were 
scored. Particularly, participants felt that the question-
ing style adopted by the video examiners affected how 
candidates then responded with comments made about 
word choice, clarity and the tone. They reflected that this 
may have been attributable to examiner’s idiosyncra-
sies, recognising that different examiners had differing 
approaches to exploring the same part of the OD. Par-
ticipants also suggested that the recorded examiners own 

clinical background and assessor experience may have 
influenced what questions were posed and how these 
were asked.

Cognitive aspects relating to the participant examiner
Participants frequently drew upon their own clinical 
expertise as a frame-of-reference in judging the students’ 
CR skills, often referring to their own ideas about poten-
tial differential diagnoses and management approaches. 
For examiners who had a clinical background aligned to 
the station topic, this enabled a deeper critique of can-
didates’ responses. Conversely, examiners who were less 
clinically familiar with the topic voiced discomfort and 
difficulty in determining if candidates’ verbalised rea-
soning was in line with current clinical practice. Fur-
thermore, during the think-aloud, examiners referred 
to the history-taking station content itself, comparing 

Table 1  (continued)

Theme Subtheme Exemplar quotes

Candidates’ confidence & presentation style “He’s being very clear about this thought 
processes, which is really useful as an examiner 
to know, in terms of what your approach was”
“He’s got a nice, precise presentation style”
“The way that she’s presenting the history 
seems like I can sort of see what she’s thinking 
behind why she’s saying what she’s saying”
“He seems a bit flustered and not answering 
well… it’s not showing very ordered thinking
“It was obvious to me that she just popped it 
in there because she was just kind of going 
like randomly going through what she said
“I feel like my kid would be able to give a better 
like summary than this student”

Examiners’ questioning stye and approach / 
idiosyncrasies

“I don’t know whether [the candidate] thought 
that at the time and discounted it…or if she’s 
just thinking of it now that [the examiner] said it, 
and working through the thought process live 
now”
“That was a leading question from the exam-
iner which should, she should have brought it 
out herself… So I’m a little disappointed that there 
was a leading question there”
“I thought the examiner was a much more helpful 
examiner as well as helping her lead, giving her 
some leading questions of stuff that she’d missed 
off”

Cognitive aspects relating to the participant 
examiner

Examiners own clinical background as frame-of-
reference

“I wouldn’t have musculoskeletal pain at all in my 
differentials”
“If I’d been examining the scenario, I don’t think I’d 
have picked up that connection for her consider-
ing it with the infection”
“So what I expect of myself is actually what I 
would expect of a medical student”
“I may personally be quite fixated on endometrio-
sis because of the association with the patient’s 
period. But then again I’m not a specialist 
in endometriosis and I’m not sure how it presents 
symptomatically”
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candidates’ reports on how they elicited the history 
with how they believed they themselves would have per-
formed. They again relied upon their own clinical knowl-
edge of the area to guide this comparison.

Participants’ view on OD
The majority of the participants (11/16) found the mark-
ing rubric useful and reported increasing confidence in 
applying the rubric as they watched more recordings. 
14 examiners agreed that the OD exercise was a direct 
assessment of CR skills whilst 2 examiners felt it reflected 
more a student’s presentation ability. Some suggestions 
were made during interviews to improve the domain 
descriptors such as adding in a requirement to mention 
absence/presence of red flag symptoms and adding in 
timescales within the ‘management planning’ domain. 
Participants also recognised that each descriptor and 
each domain were not necessarily equally weighted in 
arriving at their global judgement but felt generally confi-
dent in making this overall decision.

Participants also considered how the OD might be 
delivered in routine OSCE assessments. They raised afore-
mentioned concerns that the way in which examiners 
used the semi-structured prompts to conduct the exercise 
may have influenced candidates’ performance and there-
fore scoring. There was consensus that OD could serve 
as an effective summative tool for assessment of medical 
students’ CR ability if implementation included a prior 
transitional formative phase to enable both students and 
examiners to become familiar with the methodology.

Inter‑dependency of scoring OD and the prior station
To determine if the OD could be marked independently 
to the linked history-taking station, examiners scored 
candidates’ each OD without being shown how they had 
performed in the prior station. Half of the examiners 
reported this was not detrimental to their scoring sug-
gesting independence of these two tasks. The other half 
however felt that this created additional challenges for 
them, generating speculation about what the student had 
claimed they had asked the patient and what the patient 
had said. Towards the end of the of interview, partici-
pants were shown a prior history-station recording that 
corresponded to one of their three ODs and were asked 
to reflect if this would change their scoring. As shown in 
Fig. 4, just over half of all participants did not feel a need 
to adjust their OD scoring having subsequently watched 
the initial OSCE station task itself, though the majority of 
these were participants who initially found the OD easy 
to score. Conversely, those who viewed the OD more 
challenging to score were more likely to feel that watch-
ing the OSCE station would change the scores they had 
awarded for the OD component.

Discussion
The findings of this proof-of-concept study provide ini-
tial evidence for the role of a post-history taking CR exer-
cise named oral debrief that explores candidates’ verbal 
report of their reasoning approach and clinical decision 
making. Through the think-aloud interviews, several fac-
tors were identified that participating examiners consid-
ered when scoring candidates abilities. Figure 5 displays 
these in a proposed cognitive model [23] mapped to the 
three generated themes. Both candidates’ and the partici-
pating examiners’ own cognitive processes were under-
pinning foundations from which the oral debrief was 
conducted in which candidates were required to translate 
their thinking into verbalised responses whilst examin-
ers steered the discussions through questioning based 
on their own reasoning approach. In doing so, the OD 
elicited comparisons between the candidate’s and exam-
iner’s illness scripts, a term that describes how clinical 
knowledge is stored, organised and retrieved [24]. The 
identified factors spanned those that indicated higher 
CR abilities and markers of a poor reasoning approach. 
Within these factors, participants paid particular atten-
tion to patient safety implications within candidates’ 
responses. The ability to discriminate between important 
and less important data, present in a structured fashion 
using sematic qualifiers, and the ability to prioritise and 
justify decisions were other key CR skills that informed 
scoring.

The ‘utility equation’ proposed by van der Vleuten [25] 
offers a useful framework upon which to critically expand 
further upon these findings. The utility equation suggests 
there are five core components of any assessment that 
should be considered for the overall approach to be con-
sidered useful, namely: validity, reliability, educational 
impact, feasibility/ cost and acceptability.

A valid assessment achieves what it is intended to 
measure and can be explored through its differing facets. 
Content validity is the degree to which an assessment rep-
resents all aspects of tasks within the area being assessed. 
This was achieved through the Delphi-based approach in 
which three overarching domains encapsulating the core 
stages of CR were designed. To attain construct validity, 
our study methods ensured CR was appropriately rep-
resented through detailed descriptors reflecting the key 
expected CR skills for each domain. Construct validity 
also links to the concept of constructive alignment [26] 
in which assessment is linked to teaching & learning 
activities and intended learning outcomes. Our under-
graduate programme places particular emphasis on devel-
oping clinical reasoning skills using regular classroom and 
experiential-based learning activities supplemented by 
frequent formative assessment within clinical placement 
rotations using the Manchester Clinical Reasoning Tool 
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[8]. In designing the OD rubric, the MCRT formed the 
basis upon which the final rubric was developed and thus 
maintained candidates’ familiarity with core expectations. 
Lastly, face validity was judged by seeking the views of 
the participant examiners, the majority of whom agreed 
that the OD approach offered an effective way to assess 

a candidate’s CR abilities. It is acknowledged that further 
work is now needed to establish wider stakeholder views, 
particularly from candidates.

Reliability reflects the degree to which the scoring 
instrument can reproduce results. Despite the small-
scale pilot nature of this work, the rubric demonstrated 

Fig. 4  Exploration of the inter-dependency of how candidates perform in the OSCE station itself with how they were scored in the OD

Fig. 5  Proposed cognitive model describing how CR ability is scored using the OD approach
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reasonable inter-rater reliability metrics for both par-
ticipant and CR examiner groups suggesting that the 
domains and global judgement were appropriately 
designed to adequately discriminate between competent 
and not-yet competent candidates. It was clear however 
that the ‘expert group’ demonstrated higher levels of 
agreement across the rubric scales for all videos. There 
are several potential explanations for this. The expert 
group were also those who conducted the Delphi exer-
cise and thus had intimate knowledge of the scoring 
rubric and detailed understanding of the OD approach 
and aims. Participating ‘typical’ examiners on the other 
hand were asked to use the rubric without any specific 
training aside from being informed it was to be used to 
score aspects of observed CR. Secondly, the two videos 
that particularly reduced the inter-rater reliability Kappa 
statistic for the participating examiner group were the 
two ODs scripted to depict the failing candidate. There 
is well-recognised ‘failure to fail’ phenomenon in assess-
ment [27] which may have resulted in more divergent 
scoring for this group. These findings therefore high-
light the importance of delivering OD specific training to 
develop assessor expertise and more consistent scoring. 
A crucial part of maintaining reliability is standardisation 
of the assessment approach. In scripting the videos, the 
simulated examiners were provided with a pre-defined 
list of question prompts that they could use to facili-
tate the OD exercise. This ability for examiners to probe 
and explore candidates’ thinking, during OD, was a key 
development designed to overcome the restricted format 
of existing written post-encounter forms. However, the 
findings highlight that the way in which examiners asked 
these questions may have influenced how candidates 
then performed. This is a concern in future implemen-
tation, especially if examiners decreasingly rely on these 
prompts in exchange for adopting their own questioning 
approach. Further work is now planned to pilot-test the 
OD approach in a formative OSCE to evaluate the degree 
to which examiners use these question prompts and how 
reliability can be maintained whilst retaining the key ben-
efit of OD which is deeper exploration of a candidate’s 
thinking through flexible questioning.

Feasibility refers to the practical logistical considera-
tions to an assessment approach. We delivered the OD as 
a resource-light 8-min post-station task allowing this to 
easily be substituted for a traditional station without the 
need to significantly alter existing delivery approaches. It is 
acknowledged however that doing so without an increase in 
total number of stations may impact on the sampling blue-
print of the overall exam. Furthermore, reasoning skills are 
considered context-specific i.e. the ability to demonstrate 
reasoning in one clinical scenario does not necessarily 
mean the candidate has the ability to do so in another [28]. 

Programmes should therefore consider OD implementa-
tion across clinical station scenarios. It remains unclear 
if a different examiner to the individual who assessed the 
preceding linked history-taking station can conduct OD as 
noted in this study. Further work is needed in this regard to 
determine the inter-dependency of these two stages using 
multiple candidates and stations. The result of this will 
determine if the station could be run as a double-length 
station with the same examiner or as a separate task with a 
different examiner as was modelled in this pilot.

For an assessment to have educational impact, it should 
encourage deep-learning; assessment not only of learn-
ing, but assessment for learning [29]. The OD approach 
is modelled on the workplace-based formative CR tool 
already in use at our institution and so was deliberately 
designed to stimulate students’ engagement with CR 
classroom activities and experiential learning encoun-
ters. By expanding the OSCE focus beyond the what, to 
the why and how, the OD approach is likely to further 
encourage learners to develop their reasoning abilities 
throughout their clinical placements. Educational impact 
of the OD approach may also be enhanced by examiners 
providing narrative comments on areas of strength and 
future development in addition to domain and global 
judgement scores. To stimulate future practice, feed-
forward that provide specific constructive comments 
on what the learner should focus on next, and how to 
achieve this, will offer most impact [30].

The remaining component of the utility equation, 
acceptability, reflects the importance of ensuring that the 
assessment method is acceptable to all stakeholders. In 
this study, this was only evaluated from the participant 
examiner perspective with no concerns reported about 
the proposed approach either for the examiners them-
selves, nor any perceived possible adverse implications 
for candidates identified. Participants did report increas-
ing comfort scoring using the rubric as they progressed 
through all three videos again highlighting the importance 
of providing sufficient examiner training on the OD meth-
odology in order to clarify the expected aims of the task, 
how to maintain standardisation during the OD discus-
sions and how to score consistently using the rubric [31].

Limitations
Findings from this proof-of-concept pilot exploration 
will guide further larger-scale studies to further validate 
the OD approach. We recognise that our analysis did not 
explore other observed aspects of the candidate beyond 
CR ability, such as demographics, which may have influ-
enced the awarded scores and thefore additional work is 
needed to explore this further. Inter-rater agreement was 
calculated at the broader level of differentiating competent 
from not-yet-competent students for domains and global 
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judgement which was appropriate given the explora-
tory nature of this work. Future work with larger partici-
pant cohorts is needed to evaluate inter-rater agreement 
across the full range of the scale. Lastly, the focus of this 
OD approach was to explore candidates’ CR skills in the 
context of history-taking stations. There are however other 
OSCE station types and therefore exploration of how best 
to integrate CR assessments into these is warranted.

Conclusions
This exploratory study offers emerging evidence to sup-
port the use of a post-station oral debrief exercise to 
assess medical students’ clinical reasoning skills in the 
OSCE setting. This evolves the OSCE from its current 
focus on assessing what is said and done, to exploring the 
why and how of a candidate’s performance. This would 
afford undergraduate medical programmes the cru-
cial ability to explore underpinning analytical reasoning 
approaches used by candidates when making diagnostic 
or management decisions. The findings successfully pro-
vide a proof-of-concept upon which further work is now 
needed to investigate how this can most effectively be 
implemented into routine assessment practice.

Supplementary Information
The online version contains supplementary material available at https://​doi.​
org/​10.​1186/​s12909-​023-​04668-5.

Additional file 1. OSCE station details

Additional file 2. Oral debrief scripted questions

Additional file 3. Individual interview semi-structured topic guide

Acknowledgements
The authors acknowledge the advice and input of our Manchester CR Group 
members, examiner participants, student volunteers, and Professor Kurt 
Wilson for his review of the draft manuscript.

Authors’ contributions
This project was completed by the corresponding author (AR) whilst 
undertaking a visiting lecturer position at the University of Manchester. Both 
co-authors (MS and HT) were supervisors. AR conducted the study including 
the individual interviews and initial data analysis and preparation of the draft 
manuscript. HT and MS also conducted data analysis and revised drafts of the 
manuscript. All authors approved the final submitted draft.

Funding
The authors acknowledge project funding from le Centre de recherche 
interdisciplinaire, Université de Paris, La Fondation Université de Paris, and le 
Collège National des Enseignants de Thérapeutique.
We also acknowledge the University of Manchester for funding the journal’s 
open-access publication fee.
De-identified data can be made available upon request. To request the de-
identified data please contact the corresponding author Dr Alexis Regent.

Declarations

Ethics approval and consent to participate
The University of Manchester Research Governance, Ethics and Integrity team 
reviewed the research proposal and deemed exempt from formal ethical 

review. All participants were provided with a detailed participant information 
sheet and signed an informed consent form for participation.

Consent for publication
All participants signed an informed consent form for use of anonymised 
quotes in onward publications.

Competing interests
The authors declare no competing interests.

Received: 31 January 2023   Accepted: 11 September 2023

References
	1.	 Young M, Thomas A, Lubarsky S, Ballard T, Gordon D, Gruppen LD, et al. 

Drawing boundaries: the difficulty in defining clinical reasoning. Acad 
Med. 2018;93(7):990–5.

	2.	 Croskerry P. A universal model of diagnostic reasoning. Acad Med. 
2009;84(8):1022–8.

	3.	 Graber ML, Franklin N, Gordon R. Diagnostic error in internal medicine. 
Arch Intern Med. 2005;165(13):1493–9.

	4.	 Norman GR, Eva KW. Diagnostic error and clinical reasoning. Med Educ. 
2010;44(1):94–100.

	5.	 Coderre S, Mandin H, Harasym PH, Fick GH. Diagnostic reasoning strate-
gies and diagnostic success. Med Educ. 2003;37(8):695–703.

	6.	 Cooper N, Bartlett M, Gay S, Hammond A, Lillicrap M, Matthan J, et al. 
Consensus statement on the content of clinical reasoning curricula in 
undergraduate medical education. Med Teach. 2020;1–8.

	7.	 Schmidt HG, Mamede S. How to improve the teaching of clinical reason-
ing: a narrative review and a proposal. Med Educ. 2015;49(10):961–73.

	8.	 Singh M, Collins L, Farrington R, Jones M, Thampy H, Watson P, et al. From prin-
ciples to practice: embedding clinical reasoning as a longitudinal curriculum 
theme in a medical school programme. Diagnosis (Berl). 2021;9(2):184–94.

	9.	 Miller GE. The assessment of clinical skills/competence/performance. 
Acad Med. 1990;65(9 Suppl):S63-67.

	10.	 Page G, Bordage G, Allen T. Developing key-feature problems and examina-
tions to assess clinical decision-making skills. Acad Med. 1995;70(3):194–201.

	11.	 Charlin B, Brailovsky C, Leduc C, Blouin D. The diagnosis script question-
naire: a new tool to assess a specific dimension of clinical competence. 
Adv Health Sci Educ Theory Pract. 1998;3(1):51–8.

	12.	 Harden RM, Stevenson M, Downie WW, Wilson GM. Assessment of 
clinical competence using objective structured examination. Br Med J. 
1975;1(5955):447–51.

	13.	 Thampy H, Willert E, Ramani S. Assessing clinical reasoning: targeting the 
higher levels of the pyramid. J Gen Intern Med. 2019;34(8):1631–6.

	14.	 Jain V, Rao S, Jinadani M. Effectiveness of SNAPPS for improving clinical 
reasoning in postgraduates: randomized controlled trial. BMC Med Educ. 
2019;19(1):224.

	15.	 Thammasitboon S, Sur M, Rencic JJ, Dhaliwal G, Kumar S, Sundaram S, 
et al. Psychometric validation of the reconstructed version of the assess-
ment of reasoning tool. Med Teach. 2020;1–6.

	16.	 Durning SJ, Artino A, Boulet J, La Rochelle J, Van der Vleuten C, Arze B, 
et al. The feasibility, reliability, and validity of a post-encounter form for 
evaluating clinical reasoning. Med Teach. 2012;34(1):30–7.

	17.	 Wass V, Wakeford R, Neighbour R, Van der Vleuten C, Royal College of 
General Practitioners. Achieving acceptable reliability in oral examina-
tions: an analysis of the Royal College of General Practitioners member-
ship examination’s oral component. Med Educ. 2003;37(2):126–31.

	18.	 Daniel M, Rencic J, Durning SJ, Holmboe E, Santen SA, Lang V, et al. 
Clinical reasoning assessment methods: a scoping review and practical 
guidance. Acad Med. 2019;94(6):902–12.

	19.	 de Villiers MR, de Villiers PJT, Kent AP. The Delphi technique in health sci-
ences education research. Med Teach. 2005;27(7):639–43.

	20.	 Someren M, Barnard Y, Sandberg J. The think aloud method - a practical 
guide to modelling cognitive processes. 1994.

	21.	 Landis JR, Koch GG. The measurement of observer agreement for cat-
egorical data. Biometrics. 1977;33(1):159–74.

https://doi.org/10.1186/s12909-023-04668-5
https://doi.org/10.1186/s12909-023-04668-5


Page 13 of 13Régent et al. BMC Medical Education          (2023) 23:718 	

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

	22.	 Braun V, Clarke V. Reflecting on reflexive thematic analysis. Qual Res Sport 
Exer Health. 2019;11(4):589–97.

	23.	 Wolcott MD, Lobczowski NG. Using cognitive interviews and think-aloud 
protocols to understand thought processes. Curr Pharm Teach Learn. 
2021;13(2):181–8.

	24.	 Charlin B, Boshuizen HPA, Custers EJ, Feltovich PJ. Scripts and clinical 
reasoning. Med Educ. 2007;41(12):1178–84.

	25.	 Van Der Vleuten CP. The assessment of professional competence: devel-
opments, research and practical implications. Adv Health Sci Educ Theory 
Pract. 1996;1(1):41–67.

	26.	 Biggs J. Enhancing teaching through constructive alignment. High Educ. 
1996;32(3):347–64.

	27.	 Dudek NL, Marks MB, Regehr G. Failure to fail: the perspectives of clinical 
supervisors. Acad Med. 2005;80(10 Suppl):S84-87.

	28.	 Eva KW, Neville AJ, Norman GR. Exploring the etiology of content speci-
ficity: factors influencing analogic transfer and problem solving. Acad 
Med. 1998;73(10 Suppl):S1-5.

	29.	 Brown S. Assessment for learning. Learn Teach Higher Educ. 2005;1:81–9.
	30.	 Hill J, West H. Improving the student learning experience through dia-

logic feed-forward assessment. Assess Eval High Educ. 2020;45(1):82–97.
	31.	 Pell G, Homer MS, Roberts TE. Assessor training: its effects on criterion-

based assessment in a medical context. Int J Res Method Educ. 
2008;31(2):143–54.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.


	Assessing clinical reasoning in the OSCE: pilot-testing a novel oral debrief exercise
	Abstract 
	Introduction 
	Methods 
	Results 
	Conclusion 

	Introduction
	Methods
	Development of the OD approach and marking rubric
	Development of scripted OD performances
	Testing the marking rubric
	Ethical considerations
	Analysis
	Analysis of scoring
	Thematic analysis


	Results
	Delphi-based production of marking rubric
	Analysis of scoring
	Thematic analysis of think-aloud scoring
	Cognitive aspects relating to the candidate
	How candidates demonstrate their CR through what they do in the OD
	Cognitive aspects relating to the participant examiner

	Participants’ view on OD
	Inter-dependency of scoring OD and the prior station

	Discussion
	Limitations
	Conclusions
	Anchor 28
	Acknowledgements
	References


